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Summary of my scientific path and perspectives :

I started my career in high-energy physics in 1998 in the division for detector development of
the Commissariat à l’Energie Atomique (CEA) during my military service in Saclay working
on a new type of ionization-heat bolometers for the EDELWEISS experiment.

I carried out my PhD studies at CEA-Saclay under the supervision of Claude Guyot within
the DØ collaboration starting in 1999. DØ is an international high-energy physics experiment
gathering 600 physicists at the Tevatron accelator in Fermilab near Chicago. I took over the
responsiblity for the development of the last steps of the muon reconstruction software and
implemented the pattern recognition algorithm associating the muon hits, fitting the muon
tracks as well as further matching these muon tracks with the tracks of the central tracker.
This pattern recognition turned out to be challenging due to the difficult environment of the
muon spectrometer and calorimeter taking into account multiple scattering and the inho-
mogeneous magnetic field in the detector. This software program is still used to reconstruct
muons for all the DØ analyses. I used this algorithm to reconstruct the first J/ψ signal at
the beginning of the DØ Run II data taking in 2001.

During my PhD, I also studied the possibility to observe a specific New Physics signature at
the Tevatron. I examined for the first time at the Tevatron the possible resonant production
of R-parity violating supersymmetric particles. This work was performed in association with
theoreticians and published in 2000 and 2001.

In 2002, I was hired at CEA-Saclay and spent one year at Fermilab where I became co-
convener of the muon reconstruction and identification group. I developed new muon iden-
tification criteria that allowed to increase the muon selection efficiency.

In 2003, I became co-convener of the newly formed group responsible for the definitions and
preparation of common data and MC samples for all the physics analyses in the collabo-
ration. This group at the interface of the different physics groups was created to increase
the collaboration productivity by centralizing the standard object definitions to be used in
the analyses and by producing common data skimmed samples as well as common MC. At
that time using my expertise in muon reconstruction, I also worked, together with colleagues
from Saclay and Manchester, on the measurement of the W boson production cross section
in the muon channel which was a good test of the Standard Model still at an early state of
the experiment.

In 2004, using my expertise in muon reconstruction and common software and samples, I
switched to top quark physics taking the opportunity that the analysis of one important
top quark decay channel was becoming uncovered (the electron-muon channel). Together
with three students under my supervision and with some of my Saclay colleagues, we carried
out the measurement of the top-antitop cross section in the dilepton channel as well as the
mass measurement in the same channel both with an unprecedented precision at that time
allowing for further important tests of the Standard Model in the top quark sector. In 2005,
I became convener of the top dilepton subgroup in DØ.

In 2007 and since 2011, I was appointed co-convener of the whole DØ top group. Hence I was
responsible for managing the DØ top group, in particular to review the top quark analyses
before publication and to interact with the other high-energy experiments performing top
quark measurements as well as with theoreticians working in the field. Since 2007, the DØ
top group has published in average 10 papers per year in scientific journals, which include
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the observation of top quark electroweak production and the measurement of the tt forward-
backward asymmetry.
Since 2009, I am responsible for the combination of DØ and CDF top-quark mass measu-
rements to produce the official world average value updated every year. In 2008 together
with theoreticians and DØ colleagues, we also developed a new technique to extract the top
quark mass from the top production cross section by combining theoretical and experimental
inputs.
Since late 2010, I have joined the ATLAS collaboration in order to continue to study the
top quark properties at the world highest energy collider, the LHC at CERN near Geneva. I
first worked on the top quark mass extraction from the tt cross section using ATLAS mea-
surement in the lepton+jets channel with 35 pb−1. Since spring 2011, I am co-editor for the
public conference note and the journal publication that describes the ATLAS measurement
of the tt charge asymmetry in the lepton+jets channel.

In the years to come, I would like to participate to the analysis of the full Tevatron dataset
of 10 fb−1 and in particular to work on some of the top quark legacy measurements of the
Tevatron (measurements of the top quark mass and tt forward-backward asymmetry both
in the dilepton channel). I also plan to participate in the measurement of the tt charge
asymmetry with the full 2012 ATLAS dataset in order to give a final statement about the
current Tevatron anomaly.

8



Table of contents

Introduction 11

1 Muon Identification and Common Analysis Tools at DØ 13
1.1 Muon Identification at DØ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.1.1 Muon Reconstruction Overview . . . . . . . . . . . . . . . . . . . . . 14
1.1.2 Muon Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.1.3 Muon Efficiency Measurement and Muon Certification . . . . . . . . 20
1.1.4 Muon Momentum Oversmearing . . . . . . . . . . . . . . . . . . . . . 23

1.2 Common Analysis Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.1 Overview of the DØ data processing chain . . . . . . . . . . . . . . . 25
1.2.2 Common analysis format : CAF . . . . . . . . . . . . . . . . . . . . . 26
1.2.3 Common corrections on reconstructed objects . . . . . . . . . . . . . 26

1.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2 Measurement of the inclusive production of W boson into muon at DØ 29
2.1 Physics Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 Data Samples and Selection of the W → µν Events . . . . . . . . . . . . . . 31
2.3 Efficiency Computation and Fast Simulation . . . . . . . . . . . . . . . . . . 33

2.3.1 Trigger, Muon and Tracking Efficiency . . . . . . . . . . . . . . . . . 33
2.3.2 Isolation Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.3 Fast Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.4 Background Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3 A Partial Top View 45
3.1 Top Quark Physics Using tt Events . . . . . . . . . . . . . . . . . . . . . . . 46

3.1.1 Introduction to Top Quark Physics at the Tevatron . . . . . . . . . . 46
3.1.2 tt Event Selection Criteria . . . . . . . . . . . . . . . . . . . . . . . . 48
3.1.3 Background Processes . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.1.4 Sources of Systematic Uncertainty . . . . . . . . . . . . . . . . . . . . 49

3.2 Top Quark as Window to New Physics . . . . . . . . . . . . . . . . . . . . . 52
3.3 tt Production Cross Section . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3.1 Theoretical Computations . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3.2 tt Cross Section Measurements in the Dilepton Channel . . . . . . . . 54

9



TABLE OF CONTENTS

3.3.3 tt Cross Section Combination . . . . . . . . . . . . . . . . . . . . . . 65
3.3.4 Ratio of tt Cross Sections . . . . . . . . . . . . . . . . . . . . . . . . 66

3.4 Some Top Quark Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4.1 Top Quark Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4.2 tt Charge Asymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.5 Conclusion and Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

Conclusion 95

10



Introduction

Introduction

The top quark was the last quark discovered in 1995 by the CDF and DØ experiments
at the Fermilab Tevatron and it happens to have a surprisingly large mass. It is the weak-
isospin partner to the bottom quark, and both the top and the bottom quarks constitute
the third generation of quarks. All the known elementary particles and their interactions are
described by the so-called Standard Model of particle physics. The Standard Model has been
extensively tested over the past decades at colliders without any hints indicating deviations
from its predictions. However we know that the Standard Model is not the ultimate theory as
some fundamental questions remain unanswered. Among these questions lies the origin of the
particle masses or why there are exactly three generations of quarks and leptons. The precise
mechanism that gives the mass of the particles supposedly through the Higgs mechanism has
also to be confirmed and understood. So the Standard Model has several shortcomings and is
widely regarded to be a low energy approximation of a more complete description of particle
physics. There are numerous hypothesized theories beyond the Standard Model called new
physics models that address these shortcomings and offer a more complete description. The
search for a discovery and a description of the physics that breaks electroweak symmetry is
among the most ardently pursued one by high-energy physicists.

Due to its large mass, the top quark Yukawa coupling to the Higgs boson is of order unity.
So the top quark strongly couples to the dynamics of electroweak symmetry breaking and is
thus expected to be a unique place to test this dynamics and probe for new physics effects.
In addition, because of its large mass, quantum loop corrections to top quark observables
from possible new particle contributions can be large - significantly larger than for the lighter
quarks and leptons. For all these reasons, the top quark is a special quark and top quark
physics is a promising field to search for new physics. After having been pioneered at the
Tevatron experiments during the past 15 years, the LHC is now taking over the leading role
in the top quark study.

The plan of this manuscript follows my research path over the past 10 years : the muon
identification and common analysis tools at DØ, the measurement of the inclusive production
of W boson decaying into muon and top quark studies.

In the first section, I describe my work about muon identification, certification of the
standard muon identification criteria, measurement of the muon selection efficiency and
about the development of common analysis format and tools. In the second section, I explain
how these efficiency measurements can be used to measure the inclusive W boson production
cross section in the muon channel. The W → µν cross section measurement can be seen as a
standard candle to establish several analysis pieces that have to be put in place to perform
more complex measurements like top quark analyses. In the last section I introduce more
extensively the top quark physics at the Tevatron and describe in more details the main
analyses in the dilepton channel I was involved in : the measurement of the tt inclusive cross
section in the dilepton channel as well as the ratio of cross sections, the measurement of the
top quark mass in the dilepton channel, the extraction of the mass from the tt cross section
and the Tevatron top quark mass combination. Before concluding, I finish the section with
the description of the latest results on the tt charge asymmetry both at the Tevatron and at
the LHC.
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Muon Identification and Common Analysis Tools at DØ

After my PhD during which I developped the final steps of the DØ muon reconstruction
algorithm [1], I have been convener of the DØ muon reconstruction and identification group
from 2002 to 2003. During that period, I worked on optimizing the muon identification
criteria and the tools for measuring the muon efficiencies. Later on, I worked with my student
on the offline smearing of the muon momentum. In the first part of this chapter, after a
brief overview of the muon reconstruction algorithms at DØ, I will describe these different
activities.

From 2003 to 2005, I was convener of the newly formed DØ common sample group. This
group is aiming at centrally producing skimmed data samples for the different analyses,
developping a common ROOT based analysis format and centralizing the application of the
post-reconstruction corrections on the physics objects. In the second part of this chapter, I
will shortly describe some of my activities in this group.

The DØ detector will not be described in this chapter apart from a few lines on the muon
spectrometer. Some extensive description of the detector can be found in [1, 2, 3]. As this
will be used in this section, we just state here that the DØ central tracker consists of two
parts : the vertex detector (Silicon Microstrip Tracker : SMT) and the fiber tracker (Central
Fiber Tracker : CFT) both inside the solenoid magnet.

1.1 Muon Identification at DØ

1.1.1 Muon Reconstruction Overview

A brief description of the muon reconstruction is given here. More details can be found
in [1, 4].

The muon spectrometer consists of scintillator and drift chambers separated into the
central (within approximately |η| < 1) and forward regions (up to |η| ≈ 2) [5]. Each of these
sub-systems has 3 layers labelled A (before the iron toroid) and B and C (after the toroid)
more than 1 m away from each other. The toroid provides a magnetic field of 1.8 T.

The first step of the muon recontruction algorithm relies on associating the hits within
each layer of the drift chambers. The hits are connected using straight lines called segments
within layer A and together within layers B and C since there is no magnetic field between the
B and C layers. As the drift time to distance relation in the chambers depends on the muon
incident angle, the segment algorithm is iteratively adding the hits that are compatible using
a χ2 fit. The typical position and angle resolutions of the obtained segment is σ(y) ≈ 0.7 mm
for all the layers, σ(θ) ≈ 10 mrad for the A layer and σ(θ) ≈ 0.5 mrad for the BC layer.

The next step consists of the association of a A segment with a BC segment outside
the toroid within the same region (central or forward/backward) and the same or adjacent
octant. Uncoupled segments could be used later in the matching procedure with central
tracks. Compatible segments are used as input to fit the track parameters (position and
angle at the A layer, curvature at the layer A in the bending plane). Since the muon has to
go through the iron toroid to reach the B and C layers, multiple scattering has to be taken into
account in the fit. The track parameters are fitted using a χ2 method by propagating the A
layer track linearly by small steps taking into account both the magnetic field and the energy
loss. The typical resolution on the reconstructed local tracks is : σ(pT )/pT = (27⊕0.44 pT )%
for the central part and σ(pT )/pT = (23 ⊕ 0.42 pT )% for the forward/backward regions.
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1.1 Muon Identification at DØ

The typical local reconstruction efficiency for muon with a converged fit is around 80%. The
limited local muon momentum resolution is improved by the matching with central tracks
as discussed below. Local muon informations are rather used for muon identification than
for actual muon momentum measurements. Local momentum measurements however are
important to select pure Z → µµ events for track efficiency measurements as described in
section 1.1.3.

The last step of the muon reconstruction aims at matching the local tracks in the spec-
trometer with a track reconstructed in the DØ central tracking system. This step is based on
the propagation of the track parameters and its error matrix through the calorimeter taking
into account both the magnetic field, the multiple scattering and the energy loss. If the local
fit has converged, the track and error matrix at the A layer is back-propagated through the
calorimeter and preshower to the distance of closest approach (dca) where the central tracks
are defined. In case of unmatched segments or non-converged local fit, central tracks and er-
ror matrices that could be compatible with the muon segments are propagated forward up to
the A layer. A χ2 can then be constructed between the propagated track and errors matrices
and either the muon (Pmuon, Emuon) or the central track (Ptrack, Etrack) parameters to eva-
luate the goodness of the matching : χ2 =t (Pmuon −Ptrack).(Emuon +Etrack)−1(Pmuon −Ptrack).
Depending on the analyses, either a tight cut is applied on this χ2 to select the good matches
(typically χ2 < 10 when using low pT muons), or a loose cut : χ2 < 103 when using high pT

muons (Higgs, top and electroweak physics).

1.1.2 Muon Identification

In order to simplify the physics analyses and the efficiency computations specific sets of
cuts have been established to define standard muon types that can be used in the analyses.
These muon types are then called certified muons. Certified muon candidates are classified
according to their informations in the muon spectrometer, to the quality of the central track
matched to it if any and to its isolation both in the tracker and the calorimeter.

Reconstructed muons are classified using two parameters : muon type and muon quality.
The type of muon is given by the parameter nseg. A positive value of nseg indicates that
the muon reconstructed in the muon system (“local muon”) was matched to a track in the
central tracking system. A negative value of nseg tells that the local muon could not be
matched to a central track. The absolute value |nseg| = 1, 2, or 3 respectively indicates that
the local muon is made up of A-layer only hits, B or C-layer only hits, or both A- and B-
or C-layers hits. The different muon types with their respective values of nseg are listed in
Table 1.1.

The second parameter used to classify muons is the quality. The muon quality can be
“Loose”, “Medium” or “Tight”. Part of my work during my convenorship was to optimize this
quality definition by loosening the requirements on the local muon in regions with reduced
acceptance and by requiring in these regions a confirmation from the central tracking system.
This allowed the muon criteria to be less sensitive to the detailed geometry of the muon
detector with a moderate increase of background or fake rates.
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Muon Identification and Common Analysis Tools at DØ

nseg Muon Type Central track matching
algorithm

Central track + Muon to central if local
3 local muon track muon track fit converged.

(A and BC layer) Central to muon otherwise

2 Central track + BC only central to muon

1 Central track + A only central to muon

Central track + muon hit central to muon
0 or central track + MTC central to calorimeter

-1 A segment only no match

-2 BC segment only no match

-3 local muon track no match
(A + BC)

Table 1.1 – Overview of the different muon types at DØ.

Muon identification criteria

The definitions for Tight, Medium and Loose are given below.

• Tight muons
Only |nseg| = 3 muons can be Tight. A muon is Tight if it has :
– at least two A layer wire hits and at least one A layer scintillator hit ;
– at least three BC layer wire hits and at least one BC scintillator hit ;
– a converged local fit (χ2

loc >0).
• |nseg|=3 Medium/Loose muons

When a |nseg|=3 muon candidate fails the Tight criteria it might still be Medium or
Loose. A |nseg| = 3 muon is Medium if it has :
– at least two A layer wire hits and at least one A layer scintillator hit ;
– at least two BC layer wire hits and at least one BC scintillator hit (except for central

muons with less than four BC wire hits).
A |nseg| = 3 Loose muon is defined as a Medium muon but allowing one of the above
tests to fail, with the A wire and scintillator requirement treated as one test and
requiring always at least one scintillator hit.
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1.1 Muon Identification at DØ

• nseg=+2 Loose/Medium muons
Muons with |nseg| < 3 can only be Loose or Medium if they are matched to a central
track. nseg=2 muons are muons with a BC segment matched with a central track.
A nseg=2 muon is defined as Medium if it fulfills the above requirements and if it is
located in the bottom part of the detector (octant 5 and 6 with |ηdetector| <1.6) with
limited coverage of the muon chambers due to the calorimeter feet.

• nseg=+1 Loose/Medium muons
Muons with nseg=1 are muons with an A segment matched with a central track. A
nseg=1 muon is Loose if it has at least one scintillator hit and at least two A layer wire
hits. A nseg=1 muon is defined as Medium if it fulfills the above requirements and if it
is located in the bottom part of the detector (octant 5 and 6 with |ηdetector| <1.6). If a
low momentum nseg=1 muon has less than 70% probability to go through the toroid,
it is also promoted as Medium. For this condition, probability maps as a function of
the muon momentum and |η| have been established using simulation. Figure 1.1 shows
the probability curves (markers) computed with generated muons with 3<p<4 GeV,
4<p<5 GeV and 5<p<6 GeV.
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Figure 1.1 – Fraction of muons reaching the BC layer as a function of η (markers), de-
termined from simulation, for different bins of generated momentum : 3<p<4 GeV (left),
4<p<5 GeV (middle) and 5<p<6 GeV (right). The open (shaded) histograms show the η
distribution of the generated muons before (after) reaching the BC layer.

Cosmic veto

In addition to these muon identification criteria described above, the precise scintillator
timing information is used to veto cosmic muons. After calibration, muons coming from
the collisions for which scintillator informations exist are requested to have : |tA|, |tB| and
|tC | < 10 ns. It is worthwhile to notice that the loose medium and tight tracking criteria
defined below have dca cuts also suppressing cosmic muons.

In 2009 with one of my student, we have performed a specific study of these cosmic
cuts [6]. The goal of the study was to verify the performance of the cuts that were es-
tablished at the beginning of DØ Run II. A sample enriched in cosmic muons have been
selected without trigger or scintillator requirements asking for two back-to-back muons
(Aη = |ηcontrol + ηprobe| < 0.02 and ∆φ = |φcontrol − φprobe| > 3.135). This sample did
not show any contamination in Z events and was used to compute the cosmic cut rejection.
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The cosmic cut efficiency was measured using the standard tag and probe sample used to
compute the muon efficiencies (see next section). This study shows that the current scin-
tillator timing cuts (|∆t| < 10 ns) was close to be optimal (see for instance Figure 1.2) with
an efficiency of ǫ = 98.19 ± 0.05% and a fake rate of : f = 42.9 ± 0.6%.

Figure 1.2 – Efficiency as a function of the fake rate with a fixed A timing cut (|∆t| < 10 ns)
when B and C timing cuts are varying. The arrow represents the current cuts.

Historically the local muon criteria defined above have been the first that have been defi-
ned. Afterwards, standard quality on the matched central tracks and on the muon isolation
have been set by the muon identification conveners following my term, as described below.

Track quality criteria

To control the purity of muons matched to central track, three qualities of track have
been defined. They rely on the following track characteristics :

– number of hits either in the SMT or CFT system (central tracker) ;
– χ2 per degrees of freedom of the central track fit ;
– distance of closest approach in the (x,y) plane : dca with respect to the primary vertex

of the event.

The track quality definitions are the following :

• loose track
A track is loose if |dca| < 0.2 cm. If the track has at least one SMT hit the cut is
tighten to |dca| < 0.02 cm. Note that, for muons from Z decays, the typical resolution
observed in the data are 20 µm and 500 µm for respectively tracks with and without
SMT hits.

• medium track
A track is medium if it fulfills the loose requirements and if the χ2 per degrees of
freedom of the fit in the tracking system is smaller than 4 : χ2/d.o.f. < 4.

• tight track
A track is tight if it fulfills the medium requirements and if it has SMT hits.
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1.1 Muon Identification at DØ

In 2009 with one of my student, we have studied the performance of the track χ2 cut
that is used in the medium and tight track definitions [6]. The purpose of this study was in
particular to look at the impact of the Tevatron instantaneous luminosity increase on this
requirement. The efficiency of this cut was measured using dimuon high pT isolated events.
The selection of the sample to evaluate the fake track rejection was based on the fact that
tracks with high transverse momentum coming from minimum bias interactions may have a
higher chance to be fakes. This kind of track should be at high distance from the primary
vertex along the beam axis (z axis). So this sample was selected requiring one muon matched
to a track close to the primary vertex and another unmatched probe track away from it. In
this sample, we saw a clear correlation between the χ2 of the probe track and the number of
SMT hits of this track. Such a fake track sample was not aimed at giving an absolute value
for the tracking fake rate but rather a benchmark to study the relative fake rate variation as
a function of the χ2/d.o.f. cut. Figure 1.3 shows that the current cut is close to be optimal
with an efficiency of ǫ = 96.71 ± 0.03% and a fake rate of f = 10.7 ± 0.4% even if a cut at
χ2/d.o.f. < 5 would increase the efficiency by 1.1 % and the fake rate by 6 %.

Figure 1.3 – Efficiency as a function of the fake rate for different cuts on χ2/d.o.f.. The
current cut is shown by the arrow.

The tracker χ2 cut efficiency depends linearly on the instantaneous luminosity as shown
in Figure 1.4 where we can see that a looser cut leads to a flatter luminosity dependence.
The efficiency also depends strongly on the number of SMT hits but both the integrated
efficiency and the luminosity dependence is rather independent of the number of CFT hits.
This study was recently at the origin for the creation of an additional track quality definition
(called : newMedium) for which the luminosity dependence is much reduced (χ2/d.o.f. < 9.5,
the default value for the χ2/d.o.f. variable is 10).

Isolation criteria

Muon isolation cut variables are designed to separate high pT muons from W or Z
decays from heavy flavor background (B → µ). Because muons from heavy flavor decays
tend to be embedded inside a jet, these variables are either defined in terms of the tracks
near the muon track or calorimeter energy surrounding the muon momentum vector. Several
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Figure 1.4 – Efficiency as a function of the instantaneous luminosity for different χ2/d.o.f.
cuts : 2, 4, 5 and 6.

standard isolation working points have been defined (not listed here) based on the following
five variables :

– tracker halo isolation : |∑tracks pT | in ∆R(track, muon track)< 0.5 cone ;
– Calorimeter halo isolation : |∑cells ET | in 0.1 < ∆R(cal-cells, muon cal-track) < 0.4 ;
– ∆R(µ, jet) = Distance to closest jet in η − φ space ;
– Scaled calorimeter isolation : Ecal

halo = |∑cellsET /pT (µ)| in 0.1 < ∆R(cal-cells, muon
cal-track)< 0.4 ;

– Scaled tracker isolation : E trk
cone = |∑tracks pT/pT (µ)| in ∆R(track, muon track)< 0.5

cone.

1.1.3 Muon Efficiency Measurement and Muon Certification

The muon identification group is in charge of centrally measuring the muon efficiencies in
MC and in data for the standard muon definitions that have been described in the previous
section. Any significant discrepancies between these two efficiencies should be corrected for
in analyses with muons in the final state. The number of certified local muons, track quality
or muon isolation categories has been limited to the ones above so that the efficiency mea-
surements can be manageable. The muon trigger efficiencies for the three levels of the DØ
trigger system have also to be computed.

During the time I was in charge of the muon id group, we have developped together
with people from Manchester, the concept and tools to measure the muon high pT muon
efficiencies based on the work performed in the Z → µµ and W → µν cross section analyses
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1.1 Muon Identification at DØ

(see chapter 2).

The efficiency computation is based on the so-called tag and probe method. The tag
and probe method relies on the fact that a pure dimuon Z → µµ event sample can be
extracted without requiring tight criteria on both muons. More precisely, one of the muon
(the probe muon) is required to be fully reconstructed (i.e. with trigger, local, isolation
and tracking informations) to ensure the purity of the sample. The second muon (the tag
muon) is selected with relaxed informations on one of the sub-systems (muon spectrometer,
calorimeter or tracker) which will allow to test if it meets the criteria for which we want to
compute the efficiency. This method is schematized in Figure 1.5. In the dimuon sample, the
role of the two muons could be symmetrized, i.e. one muon could be used alternatively as a
probe and as a tag.

track ??
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bto eliminate b

acolinearity, dca and timing
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µL1 & L2  

Fire Single  Muon Trigger

Figure 1.5 – Schematic view of the event selection for the tag and probe method to compute
the tracking (left) or muon identification and muon trigger (right) efficiencies.

Note that this method using Z → µµ events is only suitable to measure the efficiencies
of high pT muons (pT > 15 GeV). Lower pT resonances like J/ψ or Υ are not used due to
their background contamination, trigger and reconstruction challenges.

In order to properly measure the efficiencies, special care should be taken for any potential
bias in the selected events or any potential correlations between the two muons. For instance
in order to compute the muon trigger efficiency, one should require that the selected events
have triggered a single muon trigger for instance and that the tag muon was the muon
responsible for this trigger. Possible bias could also appear if the measured efficiencies are
not parametrized as a function of the right variables (see one example in the W → µν
analysis in section 2.3.1). Correlations between the two muons could also be avoided by
computing the efficiencies as a function of the right variables. For instance, as the muon
spectrometer has a reduce coverage in the bottom part of the DØ detector, the tag muon
can not point to that region. As in Z → µµ events, the two muons are mostly back-to-back,
in the tag and probe sample there are more probe muons pointed to the bottom part than
to the upper part of the detector. Hence in order to avoid any bias, the muon efficiencies
should be at least parametrized as a function of φ.
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To compute the muon identification or muon trigger efficiencies, the tag and probe sample
is selected by requiring an isolated matched medium probe muon with pT > 30 GeV res-
ponsible for a single muon trigger and an medium isolated tag track (or loose track for the
muon trigger efficiences) with pT > 20 GeV acolinear with the probe muon. To measure the
tracking and track trigger efficiencies, we require dimuon triggered events with an isolated
matched loose probe muon with pT > 30 GeV with a small dca together with a loose tag local
muon with pT loc > 15 GeV acolinear with the probe muon. Finally to compute the isolation
both tag and probe muons are loose and matched with pT > 15 GeV. The tag muon should
be responsible for a single muon trigger and should be isolated.

In 2004 using the tag and probe method on 150 pb−1of data, the muon identification
efficiency was measured as a function of the muon detector η or φ as can be seen in Figure 1.6.
Later on in 2007, the amount of data available (1 fb−1) allowed to better handle the efficiency
computations by studying the luminosity dependence (as seen in the previous section), by
performing two dimensional parametrization (as shown for instance in Figure 1.6) and by
estimating different sources of systematic uncertainties.
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Figure 1.6 – Muon identification efficiency measured in 2004 (left) as a function of the
muon detector η and in 2007 (right) as a function both η and φ.

The typical muon efficiency for loose muon is 95 ± 0.5% and 83 ± 0.7% for medium
muon where the dominant sources of systematic uncertainty come from the presence of
background evaluated by varying the selection cuts and from the bias of the tag and probe
method (see its evaluatation in section 2.3.1). The data/MC corrections for these muons are
around 0.995 ± 0.004% for loose muons and 0.98 ± 0.007% for medium muons. The tracking
efficiency is around 94 ± 2% for loose tracks and 91 ± 2% for medium track with a data/MC
scale factor of 0.96 ± 0.02% and 0.93 ± 0.02 respectively. The main uncertainty comes from
the modeling of the z luminous region that was not correctly simulated at the time of the
2007 certification. The isolation MC/Data scale factors are compatible with 1.

As we have seen, after the first developments of the tools to compute the muon related
efficiencies using the tag and probe and after the muon id group released the first mea-
surements of these efficiencies centrally performed with these tools, several improvements
have been brought over the years. The automatization of the tools have been developped,
with interface with the new ROOT based common DØ format (CAF, see section 1.2.2).
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1.1 Muon Identification at DØ

The efficiencies have been measured as a function of multiple variables. Their dependencies
as a function of the instantaneous luminosity have been studied as well as their stability
over time. Nowadays, the DØ certification procedure is well established and provides all the
needed and accurate inputs to the DØ analyses.

1.1.4 Muon Momentum Oversmearing

A comparison of the J/ψ and Z boson width observed in data and in the DØ simulation
shows that the muon momentum resolution is not well modeled in the MC. Indeed, the Z
width measured in data is typically 6.84±0.06 GeV while the one in the MC is 4.79±0.03 GeV.
This difference points to simulation modeling limitations, in particular for the dead channels
in the tracker, for the tracker hit resolutions or the modeling of the magnetic field, the amount
of material in the simulation or alignment effects. Improvements in all these fields were carried
out over the years but the exact origin of the remaining momentum resolution discrepancy
was not fully understood. That is the reason why a MC muon momentum oversmearing
correction was set up in 2004. This first version however suffered from large uncertainty due
to the pT dependence of the oversmearing parameters and correlated multiple scattering and
resolution effects. In 2007 with one of my student, we have developped a new oversmearing
procedure that uses both the J/ψ and Z resonances [7].

The oversmearing formula that we use to adjust the MC momentum to the one in data
is :

q

pT
→ q

pT
+G

(

A⊕ B
√

cosh η

pT

)

(1.1)

where G is a gaussian distributed random number with mean 0 and width 1. A is a term
to adjust the resolution, while B is a multiple scattering term. To disentangle these two
terms and as the influence of B is expected to be negligible at high momentum for muons
from the Z boson decay, we need to use, in addition to a Z sample, J/ψ events that provide
low momentum muons. For these events a background subtraction using same sign dimuon
events is used as seen in Figure 1.7. The data invariant mass distribution for the sample of
Z events used to determine the oversmearing parameters is also shown in Figure 1.7.

After background subtraction, the invariant mass distributions in data need to be shifted
to get the same momentum scale as they are in MC. A normalization factor is also applied.
Finally a χ2 is built to compare the data histograms with the smeared MC histograms as
a function of (A,B). The χ2 obtained using Z events is independent of B whereas the χ2

obtained using J/ψ events is mostly dependent on A and varies slightly with B. An example
for the sum of both is shown in Figure 1.8.

As muons without hits in the SMT or outside the CFT acceptance (|ηCFT| > 1.6) have
poorer resolution, the oversmearing parameters are determined separately for these different
kinds of muons. Systematic uncertainties on the oversmearing parameters are determined
by varying the selection criteria and the mass ranges to compute the χ2. For central muons
with SMT hits, the parameters are typically : A = 1.7 ± 0.1 (stat) ± 0.1 (syst) 10−3 GeV−1

and B = 1.5 ± 0.2 (stat) ± 0.4 (syst) 10−2. The found parameters with their errors are
implemented in DØ standard tools to be run during data analyses. The procedure has also
to be repeated when detector changes are expected to modify the resolution in data or if
improvements in the MC description affect the resolution in the simulation.
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Figure 1.7 – Opposite sign and scaled same sign data invariant mass distribution for J/ψ
events (left). Z invariant mass distribution in data fitted with a double gaussian.
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Figure 1.8 – Sum of the χ2 between MC and data for Z and J/ψ events as a function of
the smearing parameters (A,B) for muons with SMT hits with |ηCFT| < 1.6.

The method described above can also be used to determine the muon momentum re-
solution in data by using as input the MC generated muons. The result is summarized in
Figure 1.9.

This work has been further extended in 2010 by including the possibility to smear the
high momentum tail of the muon momentum distribution and by adjusting the overall muon
momentum scale together with the muon resolution.

1.2 Common Analysis Tools

Apart from my muon identification activities, I contributed to different aspects in the
developments of DØ common analysis tools especially during my term as convener of the
Common Sample Group from 2003 to 2005. This section starts with an overview of how DØ
data is transformed from raw data to physics results. Then I shortly summarize my specific
contributions to the DØ common tools.
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Figure 1.9 – Momentum resolution for different muon tracks.

1.2.1 Overview of the DØ data processing chain

Objects reconstruction is the first step of the DØ data processing chain after data recor-
ding. The DØ reconstruction program (d0reco) converts raw data into reconstructed data. A
packed summary of the outputs of the various reconstruction algorithms is called a thumb-

nail. In order to be able to re-reconstruct the data from that level of informations, thumbnails
also contain track clusters and calorimeter cell informations. This type of re-reconstruction
can however only be performed without accessing calibration data.

The Common Sample Group was formed in 2003 to manage the post-thumbnail proces-
sing. Three types of standard thumbnail processing are being performed : fixing, skimming
and application of common object corrections.

In order to get the latest vertexing, the latest calorimeter corrections and bug fixes, DØ
performed fixings of its datasets. Fixing is a way of re-reconstructing events starting from
thumbnail alternatively from running d0reco again. All the reconstruction could then be
rerun except the early steps of track and muon finding.

The goal of skimming is to reduce the dataset to be processed in each analysis. To avoid
work duplication, it is done centrally by the Common Sample Group resulting in skimmed
thumbnails. Thirteen physical skims are written out based on the number of leptons and jets
in the recording events, or based on which specific triggers were fired.

I especially developped the thumbnail post-processing that consists of applying com-
mon object corrections (gathered in a package named : d0correct. It will be described in
section 1.2.3 below.

Finally after post-processing the corrected skimmed thumbnails are converted into root-
trees called CAF-tree. This format is described further in section 1.2.2 below.

A summary of the DØ reconstruction chain is shown in Figure 1.10.
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Figure 1.10 – Schematic view of the DØ data tiers and processing chain.

1.2.2 Common analysis format : CAF

In 2004, a data format working group was formed in order to review the available root-
based formats existing in DØ at the time, to understand the advantages and drawbacks of
each data format and to develop a common root-based data format to be used by all physics
group of the collaboration incorporating desirable features of existing formats and analysis
tools. I was a member of that group. The new proposed format named CAF (for Common
Anaysis Format) required to contain enough informations to support most of DØ analyses
with a reasonable size per event and needed to be read much quickly than thumbnails. Apart
from the reading speed, the obvious advantages of a common format is to reduce the software
development and maintenance efforts of the physics groups and to facilitate the sharing of
data and analysis algorithms. The possibility to port it to non DØ environment was also a
requirement for such a common format.

After reviewing the existing analysis formats at the time, it was decided to develop a
common format that is an objected-oriented root tree. The development of CAF started
from an existing root format in 2004 and was fully deployed in 2005. CAF trees are centrally
produced by the Common Sample Group. The format was a great success and significantly
improve the productivity of the experiment. The large majority of the DØ analyses are now
using it.

1.2.3 Common corrections on reconstructed objects

Standard reconstructed object corrections are gathered into a package named d0correct.
This central package is aimed at applying all the post-reconstruction object corrections as
well as object certification cuts in a coherent way for electrons, muons, jets and missing
transverse energy. I have created it in 2003. It runs on thumbnails before making CAF-trees.
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This post processing includes in particular :
• for muons : remove duplicate muons if any, set the muon quality criteria according

to the certification (see section 1.1.2), apply the muon momentum smearing (see sec-
tion 1.1.4) ;

• for electrons : apply the electromagnetic energy scale, the latest geometrical corrections
if any, apply cuts to define good electromagnetic objects ;

• for jets : apply jet energy scale, apply certified cuts to remove bad jets, remove jets
that are in fact electrons, apply jet momentum smearing ;

• for missing transverse energy : recompute the missing transverse energy taking into
account certified electrons, jets and muons, apply energy scale corrections.

After the full development of CAF, the possibility to apply most of these post-processing
at the CAF level has been added.

1.3 Conclusion

In this chapter, I presented an overview of the developments of the analysis tools over
the year at DØ from the basic tools to compute reconstruction and trigger efficiencies to
the common tools and format centrally produced for the whole collaboration. Some of these
developments could have been put in place earlier in the run but at the end these were one
of the main ingredients for the success of DØ Run II.

I was personnally involved into improving the muon identification criteria and into set-
ting up the muon efficiency measurement and certification method. This method have been
further automatized afterwards. Tools to apply MC/data efficiency ratios on MC events
have also been built up. I participated into the DØ CAF revolution to successfully develop a
common ROOT based format and to adapt the tools to apply MC correction factors on this
new format. Common corrections that I first implemented have been afterwards also ported
to be applied on CAF files. This common format significantly improved the productivity of
the experiment in delivering physics results in a timely manner.
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Measurement of the inclusive production of W boson into muon at DØ

Between 2002 and 2005, I have worked together with other colleagues from Saclay and
Manchester on the measurement of the inclusive W → µν × B(W → µνµ) cross section
in pp collisions at DØ. This work has led to two DØ preliminary results in 2003 [8] and
2005 [9]. The main parts of these analyses are summarized in this section. The first analysis
in 2003 was performed only a few months after the beginning of the Run II data taking.
Hence especially for this analysis a lot of the tools that are now available centrally had to be
developped in order to successfully perform the analysis. When appropriate, we will outline
the significant difference with the analyses tools that are now commonly used at DØ.

2.1 Physics Motivations

The W boson is one of the mediator of the weak interaction. It has been discovered
at the CERN Spp̄S in 1982 by the UA1 [10] and UA2 [11] experiments consolidating the
construction of the Standard Model (SM) of particle physics. The measurement of the in-
clusive production cross sections for both the W and Z boson in pp collisions at high energy
and high luminosity at the Tevatron is an important test of the SM. At hadron colliders the
W and Z boson are essentially identified through their leptonic decay modes. The main W
boson production diagram at the Tevatron is shown in Figure 2.1.
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Figure 2.1 – Main Feynman diagram for the W boson production at the Tevatron.

The W boson inclusive production provides a standard candle to study the performance
of the detector and reconstruction in an experiment. So the measurement of the W boson
inclusive production cross section was one of the priority of DØ at the beginning of the Run II
data taking. Besides this important role, measuring the W boson cross section provides a
test of the SM predictions as well as a precise indirect measurement of the total decay width
of the W boson ΛW within the framework of the SM. Indeed, together with the measurement
of the Z boson cross section, it allows to build the ratio :

R =
σW B(W → µν)

σZB(Z → µµ)
=
σW

σZ

Γ(W → µν)

Γ(Z → µµ)

Γ(Z)

Γ(W )
.

σW/σZ can be calculated precisely while Γ(Z) and Γ(Z → µµ) have been very well measured
at the LEP experiments. Then using the SM predictions for Γ(W → µν), the measurement
of R allows to extract indirectly Γ(W ).
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The ratio of W boson cross sections when the W boson decays into a muon or an electron
can also be used to determine the ratios of the W boson coupling constants to the muon or
electron and then provides a test for lepton universality.

2.2 Data Samples and Selection of the W → µν Events

The first analysis in 2003 [8] used a data sample limited to the data collected by DØ from
September 2002 to January 2003 corresponding to an integrated luminosity of 17.3 pb−1. The
second one in 2005 [9] was already not limited anymore by the number of W → µν candidates
(62,285) and used better undestood data collected from February 2003 to September 2003
corresponding to an integrated luminosity of 95.6 pb−1.

The W → µν signal is characterized by an isolated muon with high transverse momentum
(pT ) and significant missing transverse energy (ET/ ) that signs the presence of an escaping
neutrino. The muon is identified by tracks in the central track as well as in the muon spec-
trometer. The ET/ is computed as the inverted vector sum of the energies in the calorimeter
corrected for the momentum of the muon.

Several backgrounds to the W → µν events can be identified. First a veto on events
that contain another high pT reconstructed muons or a second high pT track is applied to
reduce contamination from cosmic rays and Z → µµ events. The amount of events with
one jet decaying semileptonically into a muon (in particular in the production of bb̄ QCD
events) is reduced by requiring an isolated muon both in the calorimeter and in the tracker.
Background from pions or kaons that decay in the central tracker into muons is reduced by
requiring quality cuts on the central track attached to the signal muon. Indeed such in-flight
decays produce a kinked track that affect the track reconstruction.

In order to be able to compute the signal selection efficiency properly, W → µν events
are required to fire specific single muon triggers. These triggers are evolving versus time
depending on the instantaneous luminosity delivered by the Tevatron. Due to their relatively
high rate, they are often prescaled. Typically for the 2005 analysis, two single muon triggers
were used that require at least one muon trigger either within |ηdet| < 1.5 (’wide’ region)
or 2 (’all’ region) with tight scintillator timing cuts and loose wire requirements at Level 1,
a medium Level 2 muon with pT > 3 GeV, and at least one Level 3 central track with
pT > 10 GeV.

In the early version of the analysis in 2003, the data quality for the different subdetectors
was not fully established. We have then checked the measured cross section for observing one
medium muon matched to a central track and passing the trigger requirement as a function
of the run number. This is shown in Figure 2.2. This check has allowed us to identify further
the bad runs compared to the available bad run lists. It illustrates one of the interest to
perform the measurement of the W → µν cross section in an early stage of an experiment.
Such a measurement also allows to understand and check the full analysis chain in particular
the data quality, trigger, reconstruction and identification efficiencies.

To select W → µν events the following cuts have been applied :

– Events must fire the selected single muon triggers (either in the ’wide’ or in the ’all’
region). For each run, one of these triggers was selected depending on its prescale.
When the ’wide’ region trigger had a lower prescale it is selected. When the prescales
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Figure 2.2 – Number of cumulated events with at least one medium muon matched to a
central track passing the trigger requirement divided by the per run integrated luminosity
as a function of the run number.

of the two triggers were equal, the ’all’ region trigger was selected to take advantage
of its larger acceptance.

– Events are required to contain one medium quality muon matched to a central track
with at least one hit in the silicon tracker (SMT), with a distance of closest approach
to the beam position (dca) less than |dca| < 110 µm and with a χ2/d.o.f. from the
fit in the central tracker less than 3.3. The muon central track must be greater than
20 GeV.

– In order to be consistent with the way the efficiencies have been computed, the muon is
required to be within the geometrical acceptance of the muon detector, namely not in
the forward region around the beam pipe and out of the bottom region within detector
coverage due to the detector supports.

– The muon is required to be isolated in the calorimeter and in the central tracker with
detector criteria varying with the instantaneous luminosity per bunch crossing LI (in
units of 1030cm−2s−1) :

∑

0.4(ET )−∑0.1(ET ) < 1.65+0.75LI GeV with
∑

X.X being the
sums of the ET of the calorimeter cells in a cone of ∆R = 0.1 or ∆R = 0.4 around the
muon, and

∑

0.5(pT ) < 1.1+0.5LI GeV where
∑

0.5(pT ) is the sum of the pT of the tracks
contained in a cone of ∆R < 0.5 around the muon direction (excluding the track of the
muon). The exact value of these cuts have been chosen so that the isolation efficiency
is indenpendent of the luminosity. Note that these isolation criteria are independend of
the pT of the muon. To further reduce QCD heavy flavor background, a pT dependent
isolation cut is now mostly used for the DØ analyses. It has also to be noticed that
efficiencies currently measured in data that appear to be significantly dependent on
the luminosity are parametrized versus instantaneous luminosity.

– The reconstructed muon has to matched the single muon trigger object that fired the
event. This cut is required to be consistent with the trigger efficiency computation
since trigger efficiencies are computed with respect to reconstructed offline muons.

– The missing transverse energy corrected for the muon momentum is required to satisfy :
ET/ < 20 GeV
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– The transverse mass MT has to be greater than 40 GeV to remove a region where the
heavy flavor QCD background is difficult to model.

– Events that contain a second medium quality muon separated from the signal muon
or a second central track with pT > 20 GeV with the same quality as the central track
from the signal away from it are vetoed.

After applying these cuts and in order to extract the W → µν cross section, we have to
compute both the efficiency to select W → µν signal events and to estimate the number of
background event contamination in the selected sample. These two steps are summarized in
the two following sections.

2.3 Efficiency Computation and Fast Simulation

The procedure to measure the efficiencies on data is based on the so-called "tag and
probe" method (see section 1.1.3).

These measured efficiencies are then parametrized as a function of the relevant kinematic
variables and then implemented in MC so that it reproduces the efficiency in data. At the
time of the analysis, it was not possible to produce large amount of MC samples needed for
this measurement. A fast simulation that parametrizes the detector resolution was then used
to estimate the signal acceptance as well as the electroweak backgrounds.

2.3.1 Trigger, Muon and Tracking Efficiency

Muon identification efficiency is computed using a Z → µµ sample selected with one
tag isolated high pT muon matched to a single muon trigger object and a high quality
isolated probe track (see section 1.1.3 for more discussion on muon efficiency computation).
Both muon and track should be acolinear and oppositely charged. Counting the number of
times an identified muon is reconstructed in association with the probe track leads to the
measurement of the muon identification efficiency. In the first version of the analysis in 2003,
the probe track was required to be matched to a Minimum Ionizing Particle (MIP) energy
deposit signal that the muon would have generated in the calorimeter. It has been shown that
this requirement is in fact not needed to enhance the purity of the tag and probe selected Z
sample. An example of the efficiency for medium quality muon is shown in Figure 2.3.

The same kind of selection but requiring an offline muon associated with the probe track
allows to measure the muon trigger efficiency.

The tracking and track trigger efficiency is computed using a Z → µµ sample selected
with one tag high pT muon matched to a central isolated track with low dca and a probe loose
quality muon. The two muons are asked to be separated and passing the requirements on the
timing of the scintillators. The events are required to have a fire a dimuon trigger without
track requirements to avoid any trigger bias in the efficiency computation. Counting the
number of times a good quality track is associated with the probe muon allows to measure
the track related efficiencies. This measurement allow us to stress the importance of the
choice of the efficiency parametrization. Indeed, to ensure that there are no significant bias
from the tag and probe method the efficiencies have been also mesasured using full simulated
MC events. The true efficiency can then be computed by looking if a reconstructed track is
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Figure 2.3 – Medium quality muon efficiency measured in data using the tag and probe
method as a function of the muon detector layer-A η and φ in projection and the two
dimensional distribution.

found near the generated muon track. A first comparison with the true efficiency and the
efficiency from the tag and probe method applied on MC events shows a significant bias of
about 3% as a function of the CFT detector pseudorapidity (see Figure 2.4).
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Figure 2.4 – Comparison of the true track efficiency in MC Z → µµ events (red) with the
measured efficiency in MC using the tag and probe method (black) as a function of the CFT
detector η.
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This bias is due to the dependence of the tracking efficiency as a function of the position
of the track along the beam axis z due to the acceptance of the SMT detector. A way to
remove this bias is to evaluate this efficiency in bins of z as seen in Figure 2.5 where the
bias has mainly disappeared. The remaining difference is around 0.2% and is taken as a
systematic uncertainty.
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Figure 2.5 – Comparison of the true track efficiency in MC Z → µµ events (red) with the
measured efficiency in MC using the tag and probe method (black) for different bins of z as
a function of the CFT detector η.

The average efficiencies measured in data with the tag and probe method are summarized
in Table 2.1.

It has to be noticed that even if the tag and probe method is a very powerful tool to
measure efficiencies on data, its limitation lies into the number of Z events available which
often does not allow to parametrize the efficiencies as a function of more than two variables.
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Efficiency relative to in %
medium muon 82.8 ± 0.4 (stat) ±0.2 (sys)

L1 scintillator trigger (L1S) medium offline muon 91.7 ± 0.3 (stat)
L1 wire trigger (L1W) medium and L1S 97.4 ± 0.2 (stat)

L2M3 medium, L1S and L1W 98.4 ± 0.5 (stat)
high quality track 83.4 ± 0.4 (stat) ±0.2 (sys)

L3TRK offline track 79.2 ± 0.5 (stat) ±0.6 (sys)

Table 2.1 – Summary of the average measured efficiencies in data using the tag and probe
method. The L1 muon trigger efficiencies are quoted for the ’all’ region trigger term (|η| < 2)

In the current DØ analyses, such efficiencies are now centrally produced for all the dif-
ferent reconstructed objects (electron, muon and jets) both in the data and MC samples.
Standard tools are also available to apply the parametrized ratio of efficiency between data
and MC on fully simulated MC samples.

2.3.2 Isolation Efficiency

The isolation criteria in the 2005 version of the analysis (see section 2.2) have been
chosen to cancel the instantaneous luminosity dependence of the isolation cuts. However
since the range of luminosity variation in the data sample was rather small, performing the
analysis with isolation cuts that were not luminosity dependent (as in the 2003 version of
the analysis) led to the same result. At that time, the MC simulation were generated with
an average luminosity of L = 0.6 × 1030 cm−2s−1. In the current DØ analyses, zero bias
colliding data are overlaid to the generated hard scattering in the MC simulation so that
it better reproduces physics data samples. In addition the luminosity profile of these MC
simulation samples, corresponding to the luminosity profile of the overlay zero bias events,
is reweighted to the one measured in the signal data samples.

In the 2005 version of the analysis, the isolation efficiency has been measured in Z → µµ
data using the tag and probe method where the tag muon is required to be isolated to
reduce the contamination from heavy quark initiated jets, while the number of isolated
probe muons allow to measure the isolation efficiency. However using this technique, two
biases have been observed when checking the method on full simulation. First requiring the
tag muon to be isolated leads to an isolation efficiency 1% higher than the true one because
of correlation between the two muons. Indeed the isolation strongly depends on the number
of reconstructed tracks which is common between the two muons. We corrected for this bias
in the efficiency measurement in data. In the current DØ analyses, this correction is taken
as a systematic uncertainty.

The second bias comes from the dependency of the isolation efficiency on the muon pT

(see Figure 2.6). This is understood to come from the fact that low pT muons are more likely
to be located in the opposite hemisphere of the Z boson boost, while high pT muons will
be along the boost of the Z boson. The opposite hemisphere of the Z boson boost will also
contain jets recoiling against the Z and then the low pT muons are less likely to be isolated.
This bias is simply taken into account by parametrizing the isolation efficiency as a function
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of the muon pT . The isolation efficiency is also found to be slightly dependent on η and
so will vary with the acceptance of the muon trigger. For the ’all’ trigger requirement, the
isolation efficiency is measured to be : ǫ = 84.6 ± 0.6(stat) ± 0.5(sys)%.
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Figure 2.6 – Isolation efficiency as a function of the probe muon pT .

This isolation fake rate will be discussed in the background section below (see section 2.4).

2.3.3 Fast Simulation

At the time the analyses were performed we did not have enough statistics available for
the MC simulation. So the evaluation of the electroweak backgrounds, theW → µν efficiency,
the uncertainties on the signal acceptance as well as the efficiency for the Z → µµ veto were
evaluated using a fast MC simulation. This fast simulation program (PMCS : Parametrized
Monte Carlo Simulation) is based on parametrized physics processes and works by simulating
the smearing effects of the DØ detector on reconstructed physics objects like electrons, muon
and jets.

My work on PMCS has been focused in particular on the muon simulation. The effects
of detector resolution on the measured muon pT is simulated using three parameters A,B
and then C as :

σ1/pT

1/pT

=

√

A2
pT

2

L4
+

B2

L sin θ

pT = C.pT smear.

A parametrizes the effect of the tracker and muon spectrometer resolution in the measu-
rement of pT , while B parametrizes the effect of multiple scattering. C corresponds to the
mismeasurement of the muon scale due to the imperfect description of the magnetic field and
energy loss through material applied after the corrections using A and B. L is the pending
lever arm and θ the polar angle of the muon track.

The parameters A,B and C have been ajusted to reproduce the width and mean values
of the Z → µµ invariant mass distribution in a way similar to what is currently used to
smear the full simulation (see section 1.1.4).

A parametrization of the ET/ simulates the ET/ resolution using the recoil jet and the
effect of the underlying event. The muon energy deposit in the calorimeter (MIP signal) has
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been fitted to reproduce the recoil of the W boson along the direction of the muon in the
data.

As we have seen in section 2.3.1 the tracking efficiency is very dependent on the z position
of the muon track. It is then important to reproduce correctly the event vertex distribution
along the beam axis in the fast MC. To do so, both the width and the offset of the gaussian
distribution of the DØ interaction region has been ajusted in the data and applied as weight
to the fast MC.

Using this fast MC, for the ’all’ trigger region, the acceptance for W → µν events is found
to be : ǫ = 25.6 ± 0.1(stat) ± 2.0(sys)%. The systematic uncertainty quoted here includes
the PDF uncertainty, the error coming from the efficiency measurements and the modeling
of the fast MC.

In most of the current DØ analyses the full MC simulation is now used. The efficiencies
for reconstructing physics objects are centrally produced and parametrized as a function of
the relevant variables. Generic tools allow to apply the ratio of these efficiencies measured
in data and MC to the MC samples so that the efficiencies in the MC matched the ones in
data. Tools to match the luminosity in MC and data or to reweight the beam distribution
in the MC to the one measured run by run in the data are also now used by default.

2.4 Background Estimation

The four sources of background for the W → µν signal are :

– the electroweak background from Z → µµ events where one of the two muons is not
identified and W → τν or Z → ττ where at least one τ lepton is decaying into a muon.
This background is estimated using the fact MC simulation computing the ratio fEW

of cross section times efficiencies of such electroweak processes to the W → µν signal ;
– candidate events from quarks decaying semi-leptonically into muons (so called QCD

background) ;
– contamination from mesons such as pions or kaons that decay inside the tracking

volume (so called in-flight decays) ;
– background from cosmic rays.

We will discuss here shortly the last three background that are estimated using data.
The QCD background was estimated using the so called matrix method which uses a set of
two equations, one with a loose cut and the second with a tight one, to extract the number
of signal and background events :

Nl = B + S

Nt = fB + ǫS.

Here Nl is the number of data events having dropped the isolation requirements composed of
a number of background events B and a number of signal W → µν events S. Nt represents
the number of data events in the standard selection with isolation applied. f is the efficiency
for a background events to pass the isolation cuts (isolation fake rate) and ǫ is the isolation
efficiency on signal events computed in section 2.3.2. Solving these two equations leads to
the number of background events after the final selection : B = ǫNl−Nt

ǫ−f
.

38



2.4 Background Estimation

To compute the isolation fake rate f , we need to build a sample dominated by QCD
background with kinematic properties as close as possible to W → µν events. In the 2005
version of the analysis, this background dominated region was obtained using events with
high ET/ , high W transverse mass MT and low muon pT . The normalized number of events
passing the isolation requirements in such a sample as a function of the muon pT is shown
in Figure 2.7.
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Figure 2.7 – Isolation fake rate as a function of the muon pT for different ET/ and MT

requirements.

At high pT the background sample becomes contaminated with W → µν events which
biases the fake rate towards higher value. We estimate the fake rate looking at the low pT

region of the plots for high ET/ values. To extrapolate the value at high muon momentum,
we have used the dependency of the isolation as a function of muon pT in Z → µµ events
and same charge dimuon events. Both show a decrease of the isolation when the muon pT

increases. However the estimation of the fake rate using all these different samples does
not lead to the same value which demonstrates the fact that the fake rate is sensitive to the
overall kinematic configuration of the events. This was already observed in the 2003 analysis.
Indeed for this early version, the background sample to measure f was built by requiring
events with low ET/ . It was shown that the isolation fake rate is highly depending on the
actual ET/ cut used to define this sample (see Figure 2.8). The decrease of the fake rate
when the ET/ upper bound is decreasing was checked using a MC bb̄ sample. This makes the
extrapolation of this measured fake rate in the signal region at high ET/ difficult.

In the 2005 version of the analysis, we have conservatively estimated : f = 0.03 ± 0.03.
This allowed us to extract the number of QCD events from the matrix method to be :
fQCD = 0.8 ± 0.8% for the ’all’ trigger region.

The other sources of background come from mesons that decay into muons inside the
tracker volume. A single track could then be fitted from the combination of the meson track
and its muon decay with worse χ2 than the ordinary track together with a high dca and
poorer pT resolution. Cosmic rays can also be a source of background if they are reconstructed
in both the tracker and the muon spectrometer which result again in tracks with large dca.
To estimate these two background sources, the dca distribution in data prior to any dca
cuts is fitted with a sum of background and signal templates to estimate the fraction of
in-flight decays and cosmic rays in the signal sample. The template dca signal sample has
been obtained from Z → µµ events while the sample dominated by cosmic muons is built by
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Figure 2.8 – Isolation fake rate as a function of the muon pT for different ET/ upper bound.

reversing the acolinearity cuts and the sample dominated by QCD background by reversing
the isolation criteria. The template for the in-flight decays can be obtained either in a sample
without any track χ2 cut applied or by applying a higher cut on the muon pT measured in
the spectrometer. An example of the fitted dca distribution using the above templates is
shown on Figure 2.9. This fit allows to extract the number of remaining in-flight decay and
cosmic rays background in the signal sample after the dca requirement which is estimated
to be fIFD = 0.25% of the number of W → µν events.
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Figure 2.9 – fit of the log10(|dca|) distribution using as template for the in-flight decay
background a sample without track χ2 cut and with an upper cut on the muon pT measured
in the spectrometer : pT < 20 GeV. (left) Fit to determine the in-flight decay template,
(right) fit of the signal sample to determine the number of in-flight decay background in the
final sample.

2.5 Results

The inclusive W → µν production cross section can be computed using the following
formula :
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σ(pp → WX)B(W → µν) =
Ndata −Nbkg

ǫL
=

Ndata

ǫL
(1 − fQCD − fIFD)

1 + fEW
(2.1)

where Ndata is the number of selected events, fEW the fraction of electroweak background
with respect to the number of W → µν events and fQCD and fIFD the fraction of QCD and
in-flight decay background with respect to the number of selected events. ǫ is the overall
efficiency for W → µν events and L the integrated luminosity.

The relevant numbers to compute the cross section with the above formula are summa-
rized in Table 2.2 for the two selected triggers.

wide trigger ’all’ region
Ndata 33126 29159
ǫ 18.95% 21.57%

fEW 6.7% 7.0%
fIFD 0.25% 0.25%
fQCD 0.7% 0.8%

L 53.7 pb−1 41.9 pb−1

σ(pp → WX)B(W → µν) 3020 pb 2984 pb

Table 2.2 – Summary of the number relevant to compute the inclusive W → µν production
cross section

The main systematic uncertainties on this measurement come from variations of the
result observed when varying the kinematic cuts of the selection (muon pT , ET/ and MT ) for
the wide trigger : 2.5%, from the modeling of the muon veto (difference when vetoing just
on extra muons or just on extra tracks) : 1.5%, from the PDF uncertainties : 1.4%, from the
uncertainty on the isolation efficiency measurement : 0.9% and from the limited Z → µµ
statistics in the efficiency computation : 0.9%.

After the release of the 2005 preliminary result, the variation with the selection cuts
has been partly traced back to a bug in the implementation of the τ decays in Pythia [12]
through Tauola [13]. The observed changes when applying different types of veto have been
understood to come from an inconsistency in the treatment of the trigger efficiencies in the
fast MC simulation for events with several muons like in Z → µµ events.

The cross section results for the two selected triggers and for the combination of the two
are then :

wide trigger : σ(pp → WX)B(W → µν) = 3020 ± 16(stat) ± 114(syst) ± 196(lumi) pb;

all trigger : σ(pp → WX)B(W → µν) = 2984 ± 17(stat) ± 81(syst) ± 194(lumi) pb;

combination : σ(pp → WX)B(W → µν) = 2989 ± 15(stat) ± 80(syst) ± 194(lumi) pb.

Figure 2.10 summarizes the measurement of the W and Z cross sections at the Tevatron.
Some distributions comparing the data and the expected signal and backgrounds are shown
in Figure 2.11 for the ’all’ trigger.
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Figure 2.10 – Summary of the W and Z cross section measurements at the Tevatron.
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Figure 2.11 – Comparisons between data and expected signal + background for the muon
pT ,ET/ , MT and the pT of the W boson for the ’all’ trigger.
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2.6 Conclusion

The analysis reported here remains the latest official DØ measurement of the W → µν
production cross section. Even if several improvements have been carried out after it was
released as a preliminary result (see the remarks about the systematic uncertainties above) it
has never been brought to publication. This is partly due to manpower availability and mainly
due to the fact that at the end of 2005, DØ decided to re-calibrate its luminosity detector
which leads to a decrease of the DØ measured luminosity by about 12 to 15% depending on
the data samples [14]. Taking these changes into account, the combined measurement above
can be reevaluated [4] :

σ(pp → WX)B(W → µν) = 2741 ± 13(stat) ± 60(syst) ± 167(lumi) pb

in agreement at the level of 0.8σ with the theoretical predictions of σ = 2590 ± 107 pb
computed with [15] and CTEQ6.1 [16].

Even if this result was never published, it helped setting the tools that have been fur-
ther developped later in order to handle all the necessary efficiencies and to achieve good
agreements between collider data and the MC simulation now in place at DØ.
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A Partial Top View

After the work on the measurement of the inclusive W → µνµ cross section, I started
to work on top quark physics in 2005. With other colleagues from Saclay, I mainly focused
on studying the dilepton channel, which became the expertise of the Saclay group. I was
convener of the DØ dilepton top quark subgroup from 2007 to 2008, and then convener of
the whole DØ top group from 2008 to 2011. Since then, I am one of the DØ representative
in the Tevatron top combination group.

In this chapter, I will give a short overview of top quark physics at the Tevatron and
focus on some of the publications I worked on together with my students and postdoc :
the measurement of the tt production in the dilepton channel and cross section ratios, the
measurement of the dilepton top quark mass using the matrix element method, the determi-
nation of the top quark mass from the tt cross section at DØ and ATLAS, the combination
of the top quark mass measurements at the Tevatron and the measurement of top-antitop
charge asymmetry at DØ and ATLAS. Some parts of this chapter will be extracted from the
review paper on tt physics at the Tevatron I wrote for Review of Modern Physics [17] with
D. Glenzinski from CDF. These parts are materialized using a different text font in this chapter.

3.1 Top Quark Physics Using tt Events

3.1.1 Introduction to Top Quark Physics at the Tevatron

The Standard Model of particle physics (SM) contains six quarks arranged in three
generations of two quarks each. The six leptons of the SM are similarly arranged. The top
quark is the weak-isospin partner to the bottom quark, which together constitute the third
generation of quarks.

The bottom quark was discovered in 1977 [18] and the search for its weak-isospin partner
began in earnest. It was nearly two decades before the top quark was directly observed by expe-
riment [19, 20, 21] owing to its surprisingly large mass. Of course the immediate consequence
of this discovery was to further solidify the SM. Indeed, by the time the direct observation was
made there was mounting indirect evidence that the top quark existed and that it had to be
heavy [22]. But it could be argued that this indirect evidence was model dependent and that
an important consequence of the top-quark discovery was the definitive elimination of “top-less”
theories that might otherwise still be viable. In fact, the principal interest in the top quark arises
because of the possibility it will offer a window into new physics, into physics Beyond the Standard
Model (BSM). Thanks to its very large mass (it weighs about as much as a gold atom) BSM
contributions to physics involving top quarks can occur in a wide variety of ways - the production
mechanisms can be affected, the decay widths can be altered, its intrinsic properties changed, or
the experimental signature mimicked by a new particle of similar mass. A thorough exploration
of all these possibilities is what constitutes the field of “Top Quark Physics”, pioneered over the
last 15 years by the experiments at the Fermilab Tevatron.

From 1989-2009 top quarks could only be produced at one place in the world. The Tevatron
is a proton (p) anti-proton (p) collider with a center-of-mass energy of

√
s = 1.96 TeV located at

Fermilab. For pp collisions at this energy top quarks are predominantly produced in pairs (tt) via
the strong interaction as shown in Fig. 3.1. The LHC is now the world largest energy collider
with pp collisions at a center-of-mass energy of

√
s = 7 TeV in 2011.
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Figure 3.1 – Feynman diagrams of pp → tt for the qq annihilation process (left) and the
gluon-gluon fusion process (middle and right).
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Figure 3.2 – Feynman diagrams of pp → tt production with the tt decaying to the dilepton
(left), lepton-plus-jets (middle), and all hadronic (right) final states.

In the SM the top-quark decay is well specified and the branching fraction is completely
dominated by t → W+b with the decays t → W+q (q = s, d) contributing at the < 1% level.
Thus for tt events the experimental final state is determined by the decay of the W bosons.
The leptonic decays (l = e, µ, τ) of the W boson have a branching fraction of B(W →
lν) = 10.8% each while the hadronic decays have a total branching fraction of B(W → qq′) =
67.7% [23]. For tt events there are then three possible final states. The dilepton final state (dil)
corresponds to both W bosons decaying leptonically, tt → ℓ+νbℓ−νb, and occurs 10% of the
time. The lepton-plus-jets final state (ljt) corresponds to one W decaying leptonically and the
other hadronically, tt → ℓνqq′bb, and occurs 44% of the time. The all hadronic final state (had)
corresponds to both W bosons decaying hadronically, tt → qq′bqq′b, and occurs 46% of the time.
Figure 3.2 shows the Feynman diagrams corresponding to these three final states at the Tevatron,
which, experimentally, are treated separately since the contributing sources of background and
the dominant detector effects differ among them.

The decay width of the top quark is also well specified in the SM. Including radiative QCD and
QED corrections the decay width for a top-quark mass of 172 GeV is Γt = 1.4 GeV [24, 25]. The
theoretical uncertainty is at the level of a few percent relative and is dominated by uncertainties
in αs and in missing higher order QCD corrections. The large decay width of the top quark has
important experimental consequences. Since Γt is large relative to the hadronization scale of
QCD, λQCD = 250 MeV, the top quark decays before quark/anti-quark bound states are formed.
Essentially, the top quark is produced and decays as a free quark - it is unique among the quarks
in this respect. As a result of this unique feature, many of the experimental techniques used to
explore the properties of the lighter quarks are not useful in exploring the top quark so that new
methodologies had to be developed.
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3.1.2 tt Event Selection Criteria

After the full reconstruction software has been run either at the Tevatron or at the LHC,
the following event selection criteria are employed to identify a sample of candidate tt dil,
ljt, and had events. The three samples are statistically independent by construction. Only
the dil channel will be described here since this is the final state I mostly worked on.

The selection of dil events begins by requiring a pair of high energy leptons, e+e−, µ+µ−,
or e±µ∓, with Elept

T exceeding a value around 20 GeV. Several lepton selection criteria categories
are usually employed ranging from “tight”, which yield a very pure sample of leptons, to “loose”,
which can significantly increase the acceptance but with hadron mis-identification rates that are
significantly higher. The leptons are required to be isolated. Backgrounds from Z0 → e+e− and
Z0 → µ+µ− events are removed by vetoing events for which the two leptons yield an invariant
mass consistent with the mass of the Z-boson. The events are also required to have a large
missing transverse energy, ET/ > 20 − 25 GeV, and at least two jets with Ejet

T > 15 − 20 GeV
(after correcting to the particle level) and |η| < 2.0 − 2.5. To remove backgrounds from semi-
leptonically decaying b-jets the lepton-lepton invariant mass is required to be larger than 5 GeV.
If an e+e− event is consistent with having originated from a photon conversion in material, or
a µ+µ− event is consistent with a through going cosmic ray event, they are vetoed. Except
for special cases, events with 0 or 1 reconstructed jet are used as background dominated control
regions to verify the accuracy of the background estimates. The total acceptance times branching
fraction achieved is typically around 0.8% with a purity of around 70 − 75%. If a requirement
that at least one of the jets is identified as a b-jet the acceptance times efficiency falls to about
0.5% and the purity rises to about 90 − 95%.

All the dil analyses described below begin by using the samples obtained after employing this
event selection. Often, depending on the analysis, additional criteria are used to further improve
the tt purity of the sample. A variety of methodologies are employed to account for the remaining
background contributions as described in the next section.

3.1.3 Background Processes

After all selection criteria, background events still remain and must be accounted for in order
to extract the tt physics parameters of interest. A variety of background processes contribute
to each tt final state and fall into two basic categories : physics backgrounds and instrumental
backgrounds. Physics backgrounds are those processes that share the same final state as the
tt signal sample we are aiming to isolate. For example, the pp → Z + qq process, with the Z
decaying to e+e− or µ+µ−, is a physics background to the tt → ℓ+νbℓ−νb sample. Instrumental
backgrounds are those processes which mimic the tt final state of interest due to an instrumental
effect resulting in a mis-identification of some of the final state objects. For example, the pp →
W + bbqq process, with the W decaying to eν or µν, is an instrumental background to the
tt → ℓ+νbℓ−νb sample when one of the jets is mis-identified as a high energy lepton. Although
the mis-identification rates are typically very small, < 1%, the instrumental backgrounds can still
significantly contribute to the final selected samples due to the very large production cross sections
for the relevant QCD process. In general, the acceptances for physics backgrounds are estimated
using Monte Carlo simulations, while the instrumental backgrounds are estimated using data
control samples. For background processes making small contributions to the final sample, or with
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well understood theoretical cross sections, the normalization is taken from theory calculations.
For all other cases the normalization is taken from the data using background dominated control
samples and then extrapolated to the final signal sample.

The Z/γ+ jets process has a production cross section about four orders of magnitude greater
than the tt process. This is potentially an important background in the dil channel since Z0/γ∗

decays to e+e− or µ+µ− yield two high energy isolated leptons. However to survive the full
selection criteria the ET/ must be mis-measured. For the eµ final state, the only significant
contributions arises from Z0/γ∗ decays to τ+τ− with the subsequent decay of the two τ leptons
to τ± → e±ντνe or τ± → µ±ντνµ in order to generate two light leptons and survive the selection
criteria. If b-jet identification is required, the relevant efficiency and mis-identification rates are
taken from data control samples and applied to the surviving Monte Carlo events. The Z/γ+ jets
production rate is normalized to theoretical predictions calculated to next-to-next-to-leading order.

The QCD processes pp → jets have a production cross section that is about 9 orders of
magnitude larger than the tt production cross section. The jets produced predominantly originate
from uds-quarks or gluons, although b-quark jets are produced in a few percent of these events.
For the tt → ℓ+νbℓ−νb final state the QCD background is small since two jets would need to be
mis-identified as an isolated high energy lepton and the ET/ would have to be mis-measured. If
b-jet identification is required, a further mis-identification of one of the udsg-jets is also necessary
in order for the event to survive all selection criteria. All these fake rates are taken from data
control samples and then applied on the signal sample in order to estimate the contribution
of this background to the final selected sample. There are large uncertainties associated with
this background which arise from the relatively low statistics of surviving events in the control
samples once the identification criteria are applied (i.e. because the mis-identification rates are
quite small) and from systematic uncertainties accounting for kinematic differences between the
control samples and the signal sample.

The diboson processes pp → V V (V = W±, Z0, or γ) have production cross sections within
a factor of two of the tt cross section. When the W± and/or Z0/γ bosons decay leptonically
these processes make contributions to the dilepton samples. These are physics backgrounds whose
estimates are taken from Monte Carlo and normalized to theoretical predictions calculated to next-
to-leading order. If b-jet identification is required, the relevant efficiency and mis-identification
rates are taken from data control samples and applied to the Monte Carlo.

The production of a single top quark via the electroweak interaction, pp → tq, has a production
cross section about a factor of two smaller than the tt cross section and makes a small contribution
to the tt → ℓ+νbℓ−νb final state. It is a physics background and is estimated using Monte Carlo
samples normalized to the theory predicted cross section.

3.1.4 Sources of Systematic Uncertainty

Variety of systematic uncertainties are evaluated for each of the tt analyses. They fall into
three general categories : uncertainties associated with the background modeling, uncertainties
associated with the signal modeling, and uncertainties associated with the methodology employed
to extract the physics parameter(s) of interest. The sources of uncertainty affecting the signal
and background modeling and the methods employed in evaluating them, are common across all
the tt analyses and are summarized here.
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Systematic Uncertainties Associated with Background Processes

The systematic uncertainties affecting the background modeling include instrumental effects
related with the various mis-identification rates required to promote a background physics process
into the signal region, theory related uncertainties such as variations of the factorization and
renormalization scales, k-factors related to NLO corrections, and differences in parton shower and
fragmentation modeling, as well as uncertainties in normalization arising from uncertainties in
lepton, b-quark jet, etc. identification efficiencies. Several sources of uncertainty affect multiple
background processes and their effects are accounted for in the analyses in a correlated manner.

The mis-identification rate for hadrons faking an electron or muon signature and for udsg-jets
faking a b-jet are derived from data control samples. The mis-identification rates are parameterized
by an empirically determined functional form, which includes the dependence of the rate on
relevant kinematic variables (e.g. jet ET or |η|). The validity of the parameterization is tested
using statistically independent data control samples. Differences between the predicted rate, as
determined using the parameterization, and the observed rate are used to assign systematic
uncertainties on the mis-identification rates themselves. These uncertainties are then propagated
to the number of predicted background events for those background processes for which the
relevant mis-identification is required in order for that process to mimic a tt signal event. Since
these mis-identification rates depend on the kinematics of the events, they also introduce a
systematic uncertainty on the shape of the resulting kinematic distributions of background events
surviving the full event selection criteria. These “shape” systematics are usually evaluated by
re-weighting the relevant kinematic distributions using the mis-identification parameterizations
varied by ±1σ.

Most all of the Monte Carlo samples employed in the analyses described here are based on
leading order theory calculations. The inclusion of higher order corrections affect the predicted
production cross section for the various background processes. These effects are accounted for in
the analysis either by normalizing the Monte Carlo yields to next-to-leading order calculations, or
by normalizing to the data itself. Some residual higher-order effects still remain.

The electron and muon identification efficiencies, the relevant trigger efficiencies, and the
b-quark jet identification efficiencies all have associated statistical and systematic uncertainties.
These uncertainties are propagated through each of the affected background processes by varying
each in turn by ±1σ. These variations result in uncertainties on the number of contributing events
for the affected background processes. For those efficiencies that have a kinematic dependence,
their effect on resulting kinematic distributions is also evaluated by re-weighting the affected
distributions using parameterizations that bracket the ±1σ variations of the relevant kinematic
dependencies.

The uncertainty on the jet energy scale is propagated by varying the parameterized jet energy
corrections by ±1σ and re-evaluating the predicted number of background events and the resulting
kinematic distributions. This uncertainty affects all the MC-evaluated background processes.

The total uncertainty on the predicted background events is the quadrature sum of these
various sources.

Systematic Uncertainties Associated with tt Modeling

The systematic uncertainties affecting the modeling of tt production and decay include varia-
tions of initial and final state radiation, variations in the parton distribution functions, variations in
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the parton shower and fragmentation modeling, variations in the modeling of color reconnection
effects in final state interactions between the t and t decay products, and uncertainties associated
with the trigger, lepton identification, and b-jet identification efficiencies. Some of these sources
of uncertainty also affect background processes and their effects are accounted for in the analyses
in a correlated manner.

Uncertainties in the modeling of initial state radiation (ISR) and final state radiation (FSR) are
evaluated by generating tt Monte Carlo samples with their ISR and/or FSR parameters varied by
±1σ relative to the default sample. The range of variation which defines “1σ” is determined using
pp → Z∗/γ∗ → µ+µ− samples. Like tt production at the Tevatron, this process is dominated

by qq annihilation. The pµ+µ−

T and the Njet distributions are used to constrain the parameters
in the Monte Carlo affecting the ISR modeling. The constraints are derived in bins of M2

µµ and
extrapolated to M2

µµ = 4M2
t . Since the ISR and FSR processes in the Monte Carlos are both

modeled using DGLAP evolution, the same variations are used to assign systematics for FSR.
Samples are produced varying ISR only, FSR only, and ISR/FSR simultaneously. The sample
resulting in the largest difference relative to the nominal sample is used to assign the associated
systematic uncertainty.

The parton distribution functions result from multi-dimensional fits to dozens of measure-
ments made by a variety of different experiments. The CTEQ and MRST collaborations provide
eigenvectors representing ±1σ variations of 20 uncorrelated parameters affecting the resulting
PDFs. The difference associated with each variation is evaluated by reweighing the tt events in
the nominal Monte Carlo sample using each eigenvector in turn. The +1σ and −1σ variations
are quadratically summed separately.

The signal tt samples are generated with several different Monte Carlo generators. For those
Monte Carlo samples which reasonably model the observed data distributions, the tt yields and
kinematic distributions are evaluated in full. Differences between the nominal Monte Carlo sample
and any viable alternative sample are assigned as systematic uncertainties. This systematic pri-
marily accounts for differences in parton shower and fragmentation modeling but also includes
possible effects from differences in the modeling of the tt pT spectrum, tt spin correlations, and
final state radiation.

Since top-quarks and W -bosons decay quickly relative to the timescale associated with the
parton shower and fragmentation processes (i.e. 1/Γt, 1/ΓW << 1/λQCD) it is possible that the
products from the different top-quark decays could interact with each other via color reconnec-
tions. By default, all Monte Carlo generators ignore such reconnections since they are non-existent
or irrelevant for most processes. These color reconnection effects were first investigated at LEP2
(e.g. [26]). Since Tevatron’s pp initial state carries the color charge, the situation and its modeling
is significantly more complicated that at LEP, which used an e+e− initial state. Recently, Monte
Carlo models providing an adequate description of Tevatron pp minimum bias and underlying
events and including color reconnection effects have become available. The associated systematic
uncertainty is evaluated by generating tt samples with these various color reconnection models
enabled and comparing to the nominal Monte Carlo sample. Difference are assigned as systematic
uncertainties.

The uncertainties associated with the electron and muon identification efficiencies, the relevant
trigger efficiencies, the b-quark jet identification efficiencies, and the jet energy scale uncertainties
are all evaluated in the manner described in the sub-section above. These uncertainties also affect
some or all of the background processes. The resulting correlations are correctly accounted for in

51



A Partial Top View

the analyses.

The total uncertainty on the predicted tt yields and resulting kinematic shapes is the quadra-
ture sum of these various sources. Correlations with the background processes are included.

3.2 Top Quark as Window to New Physics

It is important to note that the SM has several short comings and is widely regarded to be a low
energy approximation of a more complete description of particle physics [27]. There are numerous
theories hypothesized that address these shortcomings and offer this more complete description.
The theories differ primarily in the manner by which they impart mass to the elementary particles.
The search to discover and describe the physics that breaks electroweak symmetry is among the
most ardently pursued by high energy experimentalists and theorists alike. Is it the SM Higgs,
or is it some new physics, something beyond the SM ? The principal aim of top-quark physics is
to help answer these questions. With a Yukawa coupling of order unity, the top quark strongly
couples to the dynamics of electroweak symmetry breaking and is thus expected to be a good
place to test this dynamics and probe for BSM effects. In addition, because of its large mass,
quantum loop corrections to top-quark observables from possible new particle contributions can
be large - significantly larger than for the lighter quarks and leptons. The strategy for probing
for BSM effects using the top quark employs both direct searches for new particles and indirect
searches by looking for deviations of experimental observables from the SM expectations.

New physics contributions can affect top-quark observables directly in two ways [28]. First
non-standard top-quark production can appear through intermediate heavy states such as new
gauge bosons that decay into a tt pair or into a final state mimicking the SM tt signature.
Secondly the top quark can decay into exotic particles such as a charged Higgs boson, t → H+b,
in models with multiple Higgs doublets. In the first case, BSM effects distort the SM top-quark
production observables, while in the second case BSM effects produce discrepancies among the
different decay observables. It is thus important to measure the top-quark properties using as
many decay final states as possible and to compare them.

There are many examples of new physics models that affect the production or decay obser-
vables in tt samples. New heavy states that carry color charge can modify the tt production ob-
servables. Color singlet resonances can be either scalar or vector. Examples of models that predict
color singlet scalar particles are the supersymmetric extension of the SM, SUSY [29, 30, 31, 32],
or more generally models with multiple Higgs fields, MHDM [33]. Examples of models that predict
color singlet vector particles include technicolor [34, 35], topcolor [36], or top assisted technicolor
[37]. Color non-singlet resonances can produce similar effects and are also predicted in several
BSM theories [38, 39, 40]. Compactified extra dimension models can also affect tt production and
decay. These models produce Kaluza-Klein (KK) modes that either decay preferentially into tt
pairs or into final states that mimic the SM tt signature. The flat extra dimension TeV −1 models
produce KK modes that can decay to tt pairs [41, 42, 43, 44, 45, 46]. Universal extra dimension
models pair produce a KK mode that each decay as KK → tγ so that they mimic the SM signature
but also include additional photons in the final state [47, 48, 49]. Warped Randall-Sundrum extra
dimension models predict KK gravitons that can decay to tt [50, 51], while bulk Randall-Sundrum
models with fermions and gauge bosons in the bulk predict in addition KK top quarks that would
be produced in pairs and would decay to Wb as in the SM [52, 53, 54, 55, 56, 57, 58, 59, 60, 61].
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Some BSM theories predict a fourth family of (heavy) quarks and leptons. These additional ge-
nerations naturally appear in grand-unified theories [62] but some of the models cited above also
predict new particles that look like heavier quarks. Similarly, Little Higgs models predict new
heavy vector-like quarks [63, 64]. All of these can produce decay final states that mimic the SM
tt signatures.

New physics effects can also effect top-quark decays or other properties of the tt sample. For
example, some SUSY and MHDM theories produce top-quark decays into new particles [32, 33].
Other models modify the SM top-quark branching fractions. For example flavor changing neutral
current (FCNC) decays, t → cX0, or t → uX0 where X0 is any neutral particle like a photon or a
Z-boson, can be modified by BSM physics. Since these processes are extremely suppressed in the
SM even small new physics effects can yield large changes in FCNC branching fractions [65]. The tt
sample can also be probed for the presence of more general anomalous couplings [66] affecting the
kinematic properties of top-quark decays and appearing as discrepancies with the SM predictions.
These might affect the tt forward-backward charge asymmetry, the tt spin correlations, or the
helicity fractions of W -bosons from top-quark decays [67, 68, 69, 70]. The measured intrinsic
properties of the top-quark might also be affected. For example some BSM theories predict
particles with electric charge −4/3 or +5/3 that decay into top-quarks [71].

For the moment, no sign of BSM effects have been clearly established at the Tevatron
and at the current LHC energy.

3.3 tt Production Cross Section

3.3.1 Theoretical Computations

The computation of the top-quark pair production cross section is based on factorization
in QCD, which allow to write a generic hadronic cross section as a convolution of the partonic
cross section σ̂ij for the scattering partons i and j (quarks or gluons), with parton distribution
functions (PDFs) fi/j(x, µF ) that describe the parton content of the colliding hadrons. The
scale µF represents the factorization scale that splits the partonic process from the process-
independent PDFs. Hence the inclusive top-quark pair production cross section at hadron
colliders can be written as :

σ =
∑

i,j∈q,q̄,g

∫

dx1dx2fi(x1, µF )fj(x2, µF )σ̂ij(s, µF , µR) (3.1)

where x1/2 are the longitudinal momentum fractions of the incoming partons. The scale
µR is the renormalization scale that drives the regularization of the partonic cross section
at a given order in the perturbative expansion of the strong coupling constant αs(µR). In
principle the computed cross section should be independent of µF and µR. However, when
the infinite perturbative series are truncated at finite order, the results could have a non-
negligible dependence on the scales. The values of these scales are often chosen to be equal
to the top quark mass : µF = µR = mt The related uncertainties on the computation are
typically evaluated by varying µF and µR by half or twice their values which should estimate
the uncertainty coming from the series truncation. The other uncertainty on the theoretical
computation comes from the errors on the PDFs.
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At leading order (LO), the partonic cross section σ̂ij can be computed from the matrix
elements squared (averaged over the initial colors and spins and summed over the final
colors and spins) :

∑

σij . These can be found for instance in [72]. The LO cross section for√
s = 1.96 TeV at the Tevatron is predicted to be around 6 pb with strong dependence on

the choice of the scales. To make more reliable predictions, higher order computations have
to be included.

The full next-to-leading order (NLO) calculation has been performed in [73, 74]. It in-
creases the LO result by a factor of about 1.25. Although significantly reduced, the uncer-
tainty coming from the renormalization and factorization scales on the NLO value are still
of the order of 10 % slightly larger than the uncertainties coming from PDFs. No full next-
to-next-to-leading order (NNLO) calculations exist for the moment. However some of the
contributions of these higher-order terms can be calculated. Indeed it is possible to compute
the sum of the leading logarithms corresponding to soft gluon emission at any perturbation
order. The leading logarithm (LL) terms can typically be written in powers of : αs ln2(β)

where β =
√

1 − 4m2
t

s
. The further subdominant terms (next-to-leading logarithms : NLL,

next-to-next-to-leading logarithms : NNLL, ...) can also be computed. Since the logarithms
are related to the fact that the gluon emission is soft at threshold, such resummations are
called soft-gluon or threshold resummations. It can be that these leading terms in the soft
limit give the largest contributions from the next order to the hadronic cross section, that is
why they could be an improvement over the fixed order expansion. The real radiation in the
soft limit can be resummed infinitively (NLO+(N)NLL) or we can use only the logarithmic
corrections to a certain accuracy in the fixed-order expansion (approximate NNLO). These
contributions can lead to a change of 5% on the central value of the tt cross section compared
to the pure NLO result. They also allow to reduce the dependence due to the scale choices
up to a factor of two as can be seen in Figure 3.3 which shows the variation of the cross
section with the scales. Hence for these computations the scale uncertainties are smaller than
the uncertainties coming from PDFs. The evolution in time of the theoretical uncertainty for
some of these computations are shown in Figure 3.4. It has to be noticed however that soft-
gluon resummation at NNLL brings only a minor decrease in the perturbative uncertainty
with respect to the NLL resummation [75]. Significant improvements in the tt cross section
could be expected only with the complete NNLO computation. It was also noticed in [75]
that the choice of PDF sets could lead to about 5% difference in the prediction for the cen-
tral cross section values. Such difference could be larger than the actually PDF uncertainties
usually quoted. It was understood in the case of the use of MSTW2008nnlo68cl [76] ver-
sus NNPDF21_nnlo_nf5_100 [77] to be due to different choices for the value of the strong
coupling constant.

Some of the latest total cross section computations at NLO and for various NNLO ap-
proximations are presented in Table 3.1 [85].

3.3.2 tt Cross Section Measurements in the Dilepton Channel

Measuring the tt production cross section is interesting for several reasons. First it allows
for a precise test of the predictions from perturbative QCD. Computations of the pp → tt
total rate are available at NLO and as well as several approximate NNLO computations,
where the dominant (N)NLL terms are resummed as discussed in section 3.3.1. Comparing

54



3.3 tt Production Cross Section

0.2 1 10
µ /m

0

2

4

6

8

10

12

σ
(p
b
)

LO
NLO
NNLOapprox

pp->tt at Tevatron S
1/2
=1.96TeV m=173GeV

Figure 3.3 – Scale dependence of the tt cross section at the Tevatron for mt = 173 GeV
and µF = µR = mt [78].
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Figure 3.4 – Evolution in time of some of the theoretical uncertainty on the tt cross section
for different theoretical accuracy [79, 80, 81, 82, 78, 83, 84, 75]. The quoted relative uncer-
tainty contains both the scale uncertainty and the uncertainty on the PDF. The time stamp
for the leading order (LO) cross section is irrelevant.

the measurements with the predictions is important since various BSM theories postulate new
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σtt (in pb)

NLO 6.74+0.36
−0.76

+0.37
−0.24

Aliev et. al [83] 7.13+0.31
−0.39

+0.36
−0.26

Kidonakis [78] 7.08+0.00
−0.24

+0.36
−0.24

Ahrens et al. [84] 6.65+0.08
−0.41

+0.33
−0.24

Table 3.1 – Some of the latest total cross section computations at NLO and for various
NNLO approximations for mt = 173 GeV. The first uncertainty is coming from the pertur-
bative uncertainties while the second comes from the PDF error using MSTW2008 [76] at
90 % CL.

particles that couple preferentially to the top quark and thus predict a higher tt production
rate. A typical example is the production of new resonant particles that decay into tt [86].
Examples of constraints from tt cross section measurements will be given in section 3.3.4.

It is also particularly important to measure the production cross section in different top-quark
decay channels since new physics contributions can affect the various tt final states differently.
Examples of such models are Two Higgs Doublet Models among which are SUSY models [33, 32]
predicting the existence of charged Higgs bosons, H±. If such a charged Higgs boson is light
enough (mH+ < mt −mb), the decay t → H+b can compete with the SM decay t → Wb ; the
measured tt production rate will then differ among the various final states due to contributions
from charged Higgs decays (see section 3.3.4).

To make precise measurements of the tt production cross section requires a good unders-
tanding of the reconstruction and identification efficiencies as well as a careful evaluation of the
background processes that mimic the tt signal. Because of this, the cross section analysis also
then serves as a foundation on which most the rest of the tt analyses are built. The tt cross
section measurement is performed by evaluating the following formula :

σtt =
No −Nb

ǫttB
∫ Ldt (3.2)

where No is the observed number of events after selection, Nb is the estimated mean number of
background events, ǫtt is the signal efficiency evaluated using tt Monte Carlo, B is the relevant
final-state-dependent tt branching fraction, and

∫ Ldt is the integrated luminosity for the particu-
lar set of triggers used for the measurement. It is worth noting that since ǫtt is increasing with the
top-quark mass the measured cross section is quoted at a given mt. The numerator in Eq. 3.2 can
be evaluated either using event counting after applying the final selection criteria or by fitting a
discriminant variable that separates signal and background to estimate the relative contributions
of each to the surviving event sample. The use of b-tagging is helpful to discriminate tt signal
from background.

In the dil channel both W bosons decay to leptons. The event then contains two high ET

isolated leptons, large ET/ , and two b-jets. This channel is often sub-divided further according
to the explicit lepton identification criteria employed. When both leptons are reconstructed as
an electron or muon the sample is dominated by t → Wb → eνb and t → Wb → µνb decays
(ℓℓ channel). The acceptance can be significantly increased, particularly for Wb → τν → hννν
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decays, by applying very loose criteria for one of the lepton legs (ℓtrk). Measurements have also
been performed in the final state with a τ lepton decaying into hadrons explicitly identified from
the decay of one W boson and an accompanying electron or muon from the other W boson
decay (ℓτ channel). In general the dil channel has the advantage of a good signal to background
ratio even without using b-tagging but suffers from a smaller branching fraction than the ljt or
had channels.

In the dil channel, the main source of background comes from the production of electroweak
bosons that decay to charged leptons. For the ℓℓ channel, it arises from Drell-Yan processes,
Z/γ∗ → ℓ+ℓ−, and diboson processes when the bosons decays lead to at least two leptons in the
final state. These backgrounds are reduced by requiring ≥ 2 jets and large ET/ . The Z/γ∗+jets
and diboson backgrounds are evaluated using MC normalized to (N)NLO theory cross sections.
The QCD backgrounds are evaluated using data. The jet-to-lepton fake rates are computed in
a background dominated sample orthogonal to the signal sample (QCD di-jets, γ + jets, same
sign dilepton samples). By applying b-jet identification a very pure tt sample can be identified.

As it benefits from a favorable signal to background ratio, the tt dilepton selection, at least in
the case of two well identified leptons, relies on a small number of simple requirements. Selecting
tt events decaying to dilepton requires first an inclusive lepton trigger, two high pT isolated
electrons or muons (typically with pT > 20 GeV) or one isolated electron or muon and one
isolated high pT track and generally at least two jets with pT > 20 GeV. Large ET/ is further
required (typically ET/ > 25 to 35 GeV). The ET/ threshold is raised if the dilepton invariant mass
is in the range of the Z resonance. Other topological cuts sometimes replace the ET/ requirement
particularly for the eµ channel since it suffers from the Drell-Yan process only through double
leptonic τ decays of Z/γ∗ → τ+τ−. In the ℓℓ channel, the signal-to-background ratio after all
selection criteria is about 3 :1 prior to and 15 : 1 after requiring at least one b-jet in the event.

Dilepton tt Cross Section Measurements at DØ

DØ has published four measurements of the tt cross section in the dil channel, in 2005
with 0.23 fb−1 [87], in 2007 with 0.42 fb−1 [88], in 2009 with 1 fb−1 [89] and in 2011 with
5.4 fb−1 [90]. Together with my colleagues and students from Saclay, I have worked on
all these analyses except the first one. The results of these measurements are presented in
Table 3.2. The predicted and observed number of events are shown in Table 3.3 for the latest
measurement using 5.4 fb−1.

Several evolutions and improvements have been carried out not only as the statistics of
the analyzed dataset increased but also thanks to a better understanding of the collected
data and improvements in the MC modeling. The most important changes are discussed
below.

The first DØ measurement [87] used a limited statistics of 0.23 fb−1 observing 13 dilepton
events after selection with an expected background of 3.2 ± 0.7 events. The significance of
the observed tt signal over the background was 3.8 standard deviation. In this analysis the
contribution from instrumental background coming from jets faking electron or containing
prompt lepton decays was evaluated by computing the fraction of loose electron or muon
which appears tight in control sample dominated by fake leptons. A loose electron is typically
an electron without requirement of track matching to the calorimeter electromagnetic (EM)
cluster. A loose muon is typically a muon without any isolation requirements. The control
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Luminosity (fb−1) σtt (in pb) total error S√
S+B

reference

0.23 8.8 +3.3
−2.8 (stat) +1.1

−1.1 (syst) ±0.6 (lumi) +3.5
−3.0 : 37% 0.9 [87]

0.42* 7.7 ±1.4 (stat) ±0.9 (syst) ±0.6 (lumi) ±1.8 : 23% 4.1 [88]

1.0** 7.4 ±1.0 (stat) +0.7
−0.6 (syst) +0.6

−0.5 (lumi) +1.3
−1.2 : 17% 6.9 [89]

5.4 7.36 +0.90
−0.79 : 11% 14.3 [90]

Table 3.2 – DØ measurements of the tt cross section in the dilepton channel. Except for the
latest measurement, the published results have been rescaled tomt = 172.5 GeV. S represents
the number of expected tt events and B the number of expected background. (*) also includes
events with one lepton and a track. (**) also includes the ℓτ channel.

Channel Z → ℓℓ Diboson
Instrumental
back-
ground

tt̄ → ℓℓ̄bb̄νν̄ Nexp Nobs
Observed
Expected

ee+2jet 12.6 ± 2.0 3.0 ± 0.4 - 45.6 ± 5.3 61.1 ± 7.1 74 1.21 ± 0.20
µµ+2jet 67.3 ± 9.7 5.1 ± 0.7 7.6 ± 1.2 59.8 ± 6.6 139.8 ± 15.7 144 1.03 ± 0.14
eµ+2jet 30.3 ± 4.2 8.6 ± 1.2 22.7 ± 8.6 191.5 ± 18.8 253.1 ± 24.3 281 1.11 ± 0.13
eµ+1jet 40.9 ± 4.8 20.7 ± 2.4 25.3 ± 10.5 52.1 ± 9.4 139.0 ± 16.5 150 1.08 ± 0.16

Table 3.3 – Numbers of expected and observed events for DØ tt cross section measurement
in the dil channel using 5.4 fb−1 [90] assuming the SM tt cross section for a top quark mass
of mt = 172.5 GeV (7.45 pb). Expected numbers of events are shown with their systematic
uncertainties. The uncertainty on the ratio between observed and expected numbers of events
takes into account the statistical uncertainty in the observed number of events (Nobs) and
the systematic uncertainty in the expected number of events (Nexp).
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samples to measure the lepton fake fraction were data samples with low ET/ or dimuon events
with one non-isolated tag muon.

The measurement using 0.42 fb−1 [88] also included events where one of the lepton is only
identified with a charged track (ℓ+ trk channel) requiring in addition one jet to be b-tagged.
The analysis used a new method to determine the fake electron background in the eµ channel.
Indeed, in addition to requirements on the energy, isolation, longitudinal and lateral shower
profiles of the EM clusters, electron were identified using a electron likelihood formed from
several variables. These variables included the fraction of cluster energy deposited in the
EM layers of the calorimeter, the ratio of calorimeter transverse energy to track transverse
momentum, the quality of the spatial matching between the central track and the EM cluster,
the distance of closest approach of the track to the primary vertex, the number of tracks
in a ∆R = 0.05 cone, and the sum of the transverse momenta of all tracks in a cone of
size ∆R = 0.4 around the EM-associated track. For each discriminating variable xi, these
distributions provided probabilities P i

sig(xi) and P i
bkg(xi) for an EM object to be from a

real and a fake electron, respectively. The following likelihood discriminant was used to
distinguish between real electrons and fakes from hadronic objects :

Le(x) =
Psig(x)

Psig(x) + Pbkg(x)
, (3.3)

where x is the vector of likelihood variables. The probabilities were formed disregarding the
correlations between the likelihood variables, i.e.

Psig/bkg(x) =
7
∏

i=1

P i
sig/bkg(xi). (3.4)

Tight electron required that the above electron likelihood Le is above 0.85. The efficiency
of this cut on real electrons was estimated to be around 86 % in the central part of the
calorimeter and 84 % in the forward/backward parts. Starting from the 0.42 fb−1 analysis,
the background from fake electrons was estimated by performing an extended unbinned
likelihood fit to the observed electron likelihood distribution in events passing all selection
criteria using a likelihood given by [88] :

L =
N
∏

i=1

[neS(xi) + nfakeB(xi)]
e−(ne+nfake)

N !
, (3.5)

where i is an index that runs over all selected events, xi is the corresponding observed value
of the electron likelihood, N is the total number of events, ne is the number of events with
signal-like electrons, nfake is the number of events having fake electrons, and S and B are
the signal and background probability distribution functions (pdf), respectively. The signal
pdf S was measured in Z/γ⋆→ ee data events. The background pdf B was determined using
a data sample with low ET/ dominated by false electrons. The event counts ne and nfake were
allowed to float in the fit. The total number of events with a jet misidentified as an electron
is given by nfake scaled for the integral of B(x) over the region satisfying the likelihood
requirement. Note that this fake electron estimate includes backgrounds containing both
real and fake isolated muons. This method was further propagated to the fake evaluation in
the ee channel starting from the analysis using 1 fb−1.
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The measurement using 1 fb−1 [89] which also included events with one electron or
muon and one τ lepton with b-tagging requirement (ℓτ channel) included several addition
improvements. First, changes in the event selection allowed to increase the signal acceptance
to further reduce the statistical uncertainty on the measurement. The muon isolation has
been loosened. Two isolation criteria are used to distinguish muons produced in top quark
decays from those originated from hadronic decays. One variable is computed by summing
over the charged tracks in a cone of ∆R = 0.5 around the track associated with the muon
excluding this track from the sum (E trk

cone). Another variable was derived from summing the
calorimeter deposited energy in a halo cone of 0.1 < ∆R < 0.4 around extrapolated muon
track (Ecal

halo). Both sums are scaled by the muon transverse momentum (see section 1.1.2).
The cut on these two isolation variables has been optimized from : E trk

cone < 0.12, Ecal
halo < 0.12

to E trk
cone < 0.15, Ecal

halo < 0.15 without significantly increasing the background from multijet
production.

Another improvement in the acceptance was achieved by selecting events with only one
high pT jet in the clean eµ channel. Even if the background level in events with exactly one
jet is high (S/B ∼ 1), it allows to collect 25 % additionnal tt events compared to the two
jet channel. In this channel, the last step of the signal selection relies on a topological cut in
the variable HT defined as :

HT = pT
ℓ1 +

2
∑

i=1

pT
ji (3.6)

where ℓ1 denotes the highest pT lepton, and i extends over the two highest pT jets in the
event. For the eµ analysis, a cut on HT was found to be more effective than a cut on ET/
in rejecting the Z → ττ background. For events with only one jet, HT is defined simply
as the scalar sum of the pT of the lepton and of the leading jet. A cut at HT > 115 GeV
for two jet inclusive events and at HT > 105 GeV for one jet exclusive events was found
to maximize S/

√
S +B where S is the number expected tt events and B the number of

estimated backgounds.
In the ee and µµ channels, the previous version of the analyses were using specific topo-

logical variables to further enrich the final data sample with tt events. The ee channel used
a cut to reject events in which jets are produced in a planar geometry due to gluon radiation
to reduce most of the background. This cut is based on the sphericity (S) which is defined
as

S =
3

2
(ǫ1 + ǫ2), (3.7)

where ǫ1 and ǫ2 are the two leading eigenvalues of the event-normalized momentum ten-
sor [91]. The tensor (Mxy) is calculated as

Mxy =

∑

i p
i
xp

i
y

∑

i(pi)2
, (3.8)

where the index i runs over the leading two electrons and the leading two jets in the event.
Sphericity can take values between 0 and 1. A cut at S > 0.15 was applied. In the µµ channel,
further background rejection was achieved by cutting on the compatibility of an event with
the Z → µµ hypothesis. To this end, a χ2 was formed using a Z boson mass constraint and
the measured muon momentum resolution. The resulting variable accounts for the pT and
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η dependence of the tracking resolution. Given the muon momentum resolution, selecting
events with χ2 > 2 was more effective than selecting on the dimuon invariant mass. In the
1 fb−1 analysis, more effective topological selection were applied. The sphericity cut was
substituted by a cut on the missing transvers energy ET/ . This requirement was tightened
in a dielectron invariant mass window around the Z mass in the dielectron channel. The
χ2 cut in the dimuon channel was also replaced. Instead the missing transverse momentum
significance (σET/ ) based on the per-event ET/ probability distribution was defined, calculated
from the expected resolution on ET/ and the energies of the electrons, muons and jets. This
variable σET/ was required to be larger than 5. This requirement was also used in the ee
channel instead of the ET/ cut in the latest tt cross section measurement.

Due to improvements in the MC, mainly by taking into account the proper electron, muon
(see section 1.1.4) and jet resolutions and propagating these effects to the ET/ computation,
it was possible, in the 1 fb−1 analysis, to directly evaluate the background coming from
mismeasured ET/ from the MC, i.e. using Z/γ⋆ → ee and Z/γ⋆ → µµ MC to estimate these
background in the ee and µµ channels.

The σtt cross section is measured by maximizing the likelihood function

L =
∏

i

P [ni, µi(σtt)] , (3.9)

where i runs over the channels, and P [n, µ(σtt)] is the Poisson probability function to observe
n events when µ(σtt) events are expected. In order to reduce the influence of systematic
uncertainties on the cross section, all systematic errors have been incorporated in the fit as
nuisance parameters [92] to constrain the overall uncertainty using data itself. Using this
technique, the likelihood (3.9) is modified :

L =
∏

i

P [ni, µi(σtt, νk)]
∏

k

G(νk; 0, sd), (3.10)

where G(νk; 0, sd) denotes the Gaussian probability density with mean at zero and width
corresponding to one standard deviation (sd) of the considered systematic uncertainty. Cor-
relations of systematic uncertainties between channels and between the different samples are
naturally taken into account by assigning the same nuisance parameter to the correlated
systematic uncertainties. In Eq. 3.10, the free parameters of the fit are νk and σtt. In the
5.4 fb−1 analysis, it was quantified that using nuisance parameters leads to an overall im-
provement of the uncertainty of 20 %. Even with this improvement the measurement using
1 fb−1 was still limited by the statistical uncertainty. This was not the case anymore using
5.4 fb−1.

The last novelty included in the 1 fb−1 measurement was the extraction of the top quark
mass using the tt cross section. This extraction will be described in section 3.4.1.

Further changes have been implemented into the tt cross section measurement using
5.4 fb−1 [90]. In addition to what was already mentioned above, the signal acceptance has
been further increased by loosening the trigger requirements. Indeed in the ee channel,
the previous analyses were requiring a dielectron trigger to be fired (typically with two
electromagnetic clusters with ET >6 GeV at level 1, and with ET >18 GeV at level 2. The
level 3 requirements varied depending of the luminosity conditions). This trigger requirement
was loosened to request a set of single electron triggers. Single muon triggers were used in
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Source +σ [pb] −σ [pb]

Statistical +0.50 −0.48
Muon identification +0.11 −0.11
Electron identification and smearing +0.24 −0.23
Signal modeling +0.34 −0.33
Triggers +0.19 −0.19
Jet energy scale +0.13 −0.12
Jet reconstruction and identification +0.21 −0.20
b-tagging +0.06 −0.06
Background normalization +0.29 −0.27
Instrumental background +0.18 −0.17
Luminosity +0.57 −0.51
Other +0.10 −0.10
Template statistics +0.08 −0.08

Table 3.4 – Breakdown of uncertainties on the tt̄ cross sections in the ℓℓ′ channel with
5.4 fb−1 [90] using the nuisance parameter technique. The ±σ give the impact on the mea-
sured cross section when the nuisance parameters describing the considered category are
shifted by ±1 SD from their fitted mean.

the µµ channel. For the eµ channel, previous analyses were using an electron-muon trigger
with a typical level 1 requirement on the electron at ET >5 GeV and a loose muon. This
was loosened in the 5.4 fb−1 analysis to consider events selected by a mixture of single and
multilepton trigger as well as lepton+jet triggers. Efficiencies for single lepton triggers have
been measured with Z/γ⋆→ ℓℓ data. These efficiencies are found to be around 99% for the
ee channel and 80% for µµ. For the eµ channel the trigger efficiency is close to 100%. In the
5.4 fb−1 analysis, the offline muon quality was also loosened from medium quality to loose
quality (see section 1.1.2 for the muon quality definitions).

The other important change in the last version of the tt cross section measurement was
the use of b-tagging. A neural-network (NN) tagging algorithm [93] to identify jets from
b-quark was used since the tt events have two b-quark jets in the final state, but most of the
background events have jets produced by light quarks or gluons. The algorithm combines
information from the impact parameters of the tracks and variables that characterize the
presence and properties of secondary vertices within the jet in a single discriminant. The
NN discriminant has a value close to one for the b-quark jets and close to zero for the light
quark and gluon jets. In order to achieve a better separation between signal and background
when measuring the cross section, no explicit cut was applied on the NN discriminant but
instead the full distribution of the smallest of the two b-tagging NN discriminants of the
two leading jets was used. Then the tt cross section was measured by simultaneously fitting
the NN distributions in the four channels and maximizing the likelihood function (3.10).
With this method as well as the incorporation of the systematic uncertainty using nuisance
parameters, this measurement was systematically limited at DØ for the first time in the dil
channel. The systematic uncertainties for this measurement are summarized in Table 3.4.

Some distributions in the eµ channel that carries the largest weight within the dil final
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states due its larger branching ratio are presented on Figure 3.5. Figure 3.6 shows the DØ dil
measurements as a function of the top quark mass and compared to theoretical computations.
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Figure 3.5 – Expected and observed distributions for the HT variable in the eµ final state
using 0.42 fb−1 [88] and 1 fb−1 [89] (top). Expected and observed distribution for the smal-
lest b-tagging NN discriminant output of the two leading jets for the eµ channel using
5.4 fb−1 [90].

Potential additional improvements would have to focus on reducing the systematic un-
certainties. The main gain could be to reduce the uncertainty coming from luminosity. This
could be achieved by normalizing the number of events observed in data using Z events
before any jet requirement. The CDF collaboration has in fact measured the ratio of the
tt over the Z cross section in the ljt channel [94]. If the Z events are selected based on
trigger and lepton requirements carefully chosen, such a measurement of the number of Z
also constrains the trigger and lepton systematic uncertainties in tt events and so further
increases its accuracy.
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Figure 3.6 – Dependency of the experimental and theoretical tt cross section measurements
in the dil channel on the top quark mass using 0.42 fb−1, 1 fb−1and 5.4 fb−1 by DØ [88, 89, 90].

Dilepton tt Cross Section Measurements at Other Experiments

The CDF collaboration has also performed tt cross section measurement in the dil chan-
nel. Its latest published result gives :

σtt = 6.27 ± 0.73 (stat) ± 0.63 (syst) ± 0.39 (lumi) pb

for mt = 175 GeV using 2.8 fb−1, which corresponds to a relative uncertainty of 17 %. The
current most precise preliminary measurement from CDF for mt = 172.5 GeV using 5.1 fb−1

of data employs b-tagging and yields :

σtt = 7.25 ± 0.66 (stat) ± 0.47 (syst) ± 0.44 (lumi) pb,

which yields a 13 % relative uncertainty.
The latest preliminary measurements at the LHC for mt = 172.5 GeV at

√
s = 7 TeV
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are from ATLAS using 0.7 fb−1 :

183 ± 6 (stat)+18
−14 (syst)+8

−7(lumi) pb,

with a relative uncertainty of 10 % and from CMS using 1.1 fb−1 of data :

169.9 ± 3.9 (stat) ± 16.3 (syst) ± 7.6(lumi) pb

for mt = 172.5 GeV, corresponding to a 11 % total relative uncertainty.
As for the DØ one, most of these measurements are now systematically limited. In the

future, the emphasis will then be put more on precise differential cross section measurements.

3.3.3 tt Cross Section Combination

CDF and DØ have measured the tt cross section in almost all possible decay channels
assuming the SM branching fractions. Figure 3.7 shows the evolution in time of some of
these measurements. A comparison of the results is sensitive to potential BSM contributions
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Figure 3.7 – Evolution in time of the experimental total uncertainty on the main tt cross
section measurements by CDF and DØ in the different top quark decay channels.

that affect the various decay channel in ratios differing from the SM. Within uncertainties
all the measured tt cross sections in the different final states agree with each other. These
measurements are further combined yielding an improved precision on the tt cross section.
To simplify the combination all channels are constructed to be statistically independent. To
compute the combined cross section, DØ uses again the nuisance parameter approach taking
correlations between common systematics uncertainties into account. The product of the
likelihood for the dil and ljt channels is maximized including each systematic uncertainty

65



A Partial Top View

as a nuisance parameter in the likelihood function [90]. Correlations between channels are
taken into account by using the same nuisance parameter. Combining the ljt and the dil
channels measured using 5.4 fb−1, DØ finds [90] σtt = 7.56+0.63

−0.56 pb for mt = 172.5 GeV,
in agreement with the theoretical prediction. CDF performs a combination of its latest
preliminary measurements, using up to 5.7 fb−1 of data in the dil, had, topological ljt,
and b-tag ljt channels, by forming a best linear unbiased estimate [95, 96] and taking into
account the statistical and systematic correlations. For mt = 172.5 GeV/c2 the preliminary
combination yields 7.50±0.48 pb in agreement with the theoretical computation. Figures 3.8
show a summary of the latest tt cross section measurements performed by CDF and DØ.
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Figure 3.8 – Summary of the latest tt cross section measurements performed by CDF (left)
and DØ (right).

3.3.4 Ratio of tt Cross Sections

Calculating the ratio of σtt measured in different final states or with different numbers of
b-tagged jets probes for the presence of non-SM decays of the top quark. Some BSM theories
which might give rise to such effects were discussed in section 3.2.

An example of such an approach, that I worked on with one of my student, is the mea-

surement of the ratio of top quark branching fractions, Rb =
B(t → Wb)
B(t → Wq)

, which can be

expressed in terms of the Cabibbo Kobayashi Maskawa (CKM) matrix elements [97, 98].
Indeed the decay rate of the top quark into a W boson and a down-type quark q (q = d, s, b)
is proportional to |Vtq|2, the squared element of the CKM matrix. Under the assumption
of a unitary 3 × 3 CKM matrix, |Vtb| is highly constrained to |Vtb| = 0.999152+0.000030

−0.000045 [23],
and the top quark decays almost exclusively to Wb. The existence of a fourth generation of
quarks would remove this constraint and accommodate significantly smaller values of |Vtb|.
A smaller value of |Vtb| could be observed directly through the electroweak production of
single top quarks, for which the cross section is proportional to |Vtb|2, and could also affect
the decay rates in the tt̄ production channel. The latter can be used to extract the ratio of
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branching fractions Rb :

Rb =
B(t → Wb)

B(t → Wq)
=

| Vtb |2
| Vtb |2 + | Vts |2 + | Vtd |2 . (3.11)

Given the constraints on the unitary 3 × 3 CKM matrix elements, R is expected to be
0.99830+0.00006

−0.00009. Rb was measured using 5.4 fb−1 of data collected by DØ in the dil channel[99].
This result was combined with the measurement in the ljt channel using the same dataset.
The key ingredient in the dil measurement is the use of the NN b-tagging algorithm to
identify jets from b quarks and then distinguish the bb, bql and qlql tt̄ final states. The NN
smallest output of the two leading jets was used to calculate a discriminant likelihood as it
yields the best expected precision on Rb for values close to unity. Templates for the tt decay
modes bb, bql, qlql as well as for all background components were constructed and a likelihood
as in Eq. 3.10 was formed for each bin of the NN output. Rb is then fitted simultaneously
with the tt cross section to obtain :

Rb = 0.86 ± 0.05(stat + syst),

σtt = 8.19+1.06
−0.92(stat + syst).

In such a σtt measurement, B(t → Wb) = 1 was not assumed as in the measurements des-
cribed in the previous section, but only B(t → Wq) = 1 is required. Figure 3.9 shows the
distribution of the minimum b-tag NN ouput for different Rb hypothesis. This result is still
dominated by the statistical uncertainties. It was further combined with the ljt channel to
give :

Rb = 0.90 ± 0.04 (stat+syst)

where the result is dominated now by systematic uncertainties among which the uncertainty
on the b-tagging probability is the largest. Using the Feldman and Cousins [100] frequentist
approach, we obtain the intervals in R as 0.82–0.98 and Vtb as 0.90–0.99 at 95% CL. This
result is compatible with the SM expectation at the 1.6% level.

Another example of BSM top-quark decays is t → H+b. A large H+ → τ+ν branching
fraction would result in a larger fraction of tt events showing up in the ℓτ channel and fewer
events in other channels than expected by the SM. On the other hand, a leptophobic charged
Higgs would lead to fewer events in the ℓℓ channel compared to ljt. The ratios of the tt cross
sections as measured in the various decay channels (noted Rσ) was determined by DØ after
taking correlations into account. Although the individual channels considered are exclusive,
each channel can receive signal contributions from different tt decay modes. The ratio of the
ℓℓ to ljt channel was measured as [101] Rℓℓ/ljt

σ = 0.86+0.19
−0.17 while the ratio of the ℓτ determined

cross section relative to all the others was measured as Rℓτ/ℓℓ+ℓj
σ = 0.97+0.32

−0.29, both of which are
compatible with the SM expectation. The measured tt ratios are summarized in Figure 3.10.
These were used to set limits on tauonic (B(H+ → τν)) and leptophobic (B(H+ → cs̄))
charged Higgs decays [101] as well as on the parameter space of the MSSM [102]. To do that
the total number of expected tt events Ntt is expressed in term of the branching fraction
B = B(t → H+ + b) when the charged Higgs boson is lighter than the top :

Ntt = [(1 − B)2.ǫW W + 2B(1 − B)ǫW H +B2ǫHH ]σttL, (3.12)
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Figure 3.9 – Distribution in the minimum b-tag NN output of the jets of highest-pT for the
dil final state.
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Figure 3.10 – Summary of the tt cross section ratios measured by DØ [101] and CDF.

where ǫ are the selection efficiencies for the different decays (WW refers to tt → W+bW−b̄)
and L is the integrated luminosity. The number of expected and observed events for different
top decay channels are shown in Figure 3.11.

CDF has also reinterpreted its cross section results to set limits on the charged Higgs
production [103] and assuming five possible Higgs decay modes : t → W+b, t → H+b →
tau+νb, t → H+b → cs̄b, t → H+b → t∗b̄b and t → H+b where H+ → W+h and h → bb̄.
Limits are set in the plane (H+, tan β) for several MSSM scenarios. If no assumption is made
on the charged Higgs decay, an upper limit on B(t → H+b) of 0.91 is set at 95 % confidence
level.
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Figure 3.11 – (left) Number of expected and observed events for MH+ = 80 GeV assuming
an exclusive cs̄(b) decays of the charged Higgs boson. (right) Upper limit on B(H+ → cs̄)
for a leptophobic charged Higgs model versus the mass of the charged Higgs boson.

3.4 Some Top Quark Properties

3.4.1 Top Quark Mass

The top-quark mass is a free parameter in the SM and must be experimentally determined. A
precision determination of mt is important since quantum loops including top quarks contribute
large corrections to theory predictions for many precision electroweak observables. For example,
the SM predicts a precise relationship between the W - and Z0-boson masses,

(

mW

mZ

)2

=
(

1 − sin2 θW

)

(1 + ∆ρ) (3.13)

where sin θW is the weak mixing angle and ∆ρ is 0 at tree level and non-zero once quantum loop
corrections are included. The dominant quantum corrections are quadratically dependent on the
top-quark mass and logarithmically dependent on the higgs-boson mass, ∆ρ = f(m2

t , lnmH).
As discussed in more detail in [23, 104], the experimental program then consists of measuring
mW , mZ , and mt as precisely as possible in order to constrain mH . The experiments at LEP and
SLAC precisely determined mZ , the Tevatron and LEP2 experiments precisely determine mW ,
and the Tevatron experiments alone precisely determine mt. It is important to measure mt in all
the different top decay channels since BSM contributions can affect them differently [105].

Aside from having to isolate a relatively pure sample of tt events, there are a few experi-
mental challenges to making a precise determination of mt. One of them is the large systematic
uncertainties which can arise from uncertainties in the jet energy corrections. Roughly, each ±1%
of uncertainty in the jet energy corrections gives a ±1 GeV uncertainty in the top-quark mass.
This was a limiting systematic uncertainty for early mt measurements. With larger statistics
samples the jet energy corrections can be calibrated in situ by constraining the corresponding
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jet-jet invariant mass to the world average mW in events containing a W → qq′ decay. Doing so
significantly reduces the associated systematic uncertainty, which then scales with the statistics
of the tt sample itself. Most measurements in the ljt and had channels now take advantage of
this in situ calibration by performing simultaneous fits to mt and the jet energy scale.

For all analyses described below it is necessary to calibrate the measured mt using MC pseudo-
experiments (i.e. ensemble testing) in order to quantify the influence of the simplifications made in
the employed techniques. Each pseudo-experiment is built from a mix of tt signal and background
events in the proportions estimated from the relevant cross section analysis. The number of events
contributing to each physics process is allowed to fluctuate according to a Poisson distribution.
Once a set of pseudo-events have been assembled, they are then treated just like the data and
a determination of mt is made. Then, from an ensemble of pseudo-experiments, the relationship
between the true top-quark mass (i.e. the mt value used when generating the tt MC sample) and
the mean measured mt can be established and, if necessary, corrections can be derived - usually
as a linear function of the measured value. This is done separately for each analysis technique.
The ensemble of pseudo-experiments is also used to study the expected statistical uncertainty and
the statistical behavior of each analysis technique. Once a particular analysis has been calibrated,
its performance is checked using blinded MC samples.

Three methods are used at the Tevatron to measure the top-quark mass : the template
method, the matrix element method and the ideogram method. They are shortly described
below putting the emphasis on the analysis I worked on, namely the dilepton measurement
using the matrix element method. Note that despite the small branching fraction of the
dil final state and the presence of two neutrinos in each event, the measurement of mt

in the dilepton channel is interesting because of the lower background and the smaller jet
multiplicity relative to the ljt channel resulting in a reduced sensitivity to the ambiguity from
combining jets in the reconstruction of mt. The dilepton measurement therefore complements
the results from other final states. Moreover, significant differences in measured values of mt

in different tt decay channels can be indicative of the presence of physics beyond the SM [105].
However due to the absence of a hadronically decaying W bosons from the top quark decay
in this channel, it is not possible to calibrate the JES in-situ in the dil channel. For recent
detailed reviews on top-quark mass measurements, see [106, 107]. The history of the top
quark mass measurements are presented in Figure 3.12.

Some Remarks on the Definition of the Quark Mass

For a free particle, the physical mass is usually defined as the pole of its renormalized
propagator. However this definition is ambiguous when dealing with colored particles like
quarks. Thus the definition of the top-quark pole mass (mpole

t ) is intrinsically ambiguous
on the order of ΛQCD due to non-perturbative QCD effects [108, 109, 110]. More precisely
when trying to compute the pole of the renormalized propagator, the one-loop gluon radia-
tive correction at the top quark propagator contains an integral over gluon loop momenta
that involves region where αs becomes large, with terms that are growing factorially, such
that perturbation theory does not converge. This singularity at all orders is known as the
renormalon ambiguity [111]. This indicate that this mass definition is unsuitable for ma-
king perturbative calculations with an accuracy better than ΛQCD and that the concept of
pole-mass is ambiguous by ∆mt ∼ ΛQCD [110].
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Figure 3.12 – Evolution in time of the direct top quark mass measurements at the Tevatron
and LHC, with or without the indirect constraints from electroweak fits.

For an unstable particle (like the top quark), the pole mass enters the description of the
resonance through a Breit-Wigner function. Other mass definitions exist such as the MS-
mass (mMS

t ) using the MS renormalization scheme [112] or those discussed in [113]. The mMS
t

mass is only sensitive to short distance QCD effects and is often used to describe the mass of
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the light quarks when the typical energy of the process is much larger than the quark mass
in question. For most of the studied top quark observables the perturbative series converge
significantly faster if expressed in term of mMS

t rather than the mpole
t . Schemes without the

pole-mass infrared problem are known as short-distance masses and always depend on an
additional infrared scale R.

At the Tevatron and LHC, the top-quark mass will be directly measured through the
reconstruction of its decay products and the measured mass is taken to be mpole

t . However,
aside from the theoretical ambiguity mentioned above, additional ambiguities are introduced
since the measurements are calibrated using MC generators that include model dependent
descriptions of the parton shower and hadronization processes. Indeed the top quark is not
isolated but is part of a system that evolves by emitting gluons, decays to a b quark which
further evolves and hadronizes to form a jet and interact with underlying event activities. As
most of these effects are not computable from first principles, experimental measurements
relies on their implementation into MC programs so that the direct mass measurements can
in fact be seen as the measurement of the top mass parameter implemented into a given
event generator. In principle it is not possible to make the exact connection between this
mass parameter and a mass defined in a precise mass scheme as parton shower algorithm are
based on leading logarithm perturbation theory and so are not accurate enough to fix the
scheme since scheme dependence only starts at NLL. However an order-of-magnitude could
be estimated speculating on how an ideal algorithm would work [114].

It has been established in [113, 115] that the relation between mpole
t and any other La-

grangian mass-scheme mt(R, µ) can be expressed as :

mpole
t = mt(R, µ) +R

[ ∞
∑

n=1

αn
s (µ)cn

(

µ

R

)

]

(3.14)

where µ is the renormalization scale for αs controlling the ultraviolet fluctuations and R is
an auxiliary scale that controls the absorption of the infrared fluctuations. R can be seen as
a cutoff on the evolution of the top quark self-energy. For instance, R = m̄(µ) for the MS
scheme.

Only physics at scales above Γt is sensitive to the value of the top quark mass. However
current parton shower algorithms do not interrupt the evolution at scale Γt but rather conti-
nue down to a scale of around Q0 = 1 GeV. As argued in [114], then using Eq. 3.14 with
R ≈ Q0 ≈ 1, the likely relation between the top quark mass in the MC (mMC

t ) and mpole
t is :

mpole
t = mMC

t +Q0[αs(Q0)c1 + ...]

where c1 is unknown but assumed to be of order of 1. Hence mpole
t could be of order of

1 GeV higher than mMC
t . Given the current experimental uncertainty on the direct top

mass measurements as we will see below, more attention to clarify this relation would be
needed. An alternative approach extracting the top-quark mass from the tt cross section does
not suffer from this problem as will also discuss below but is still less precise than direct
measurements.

Template Method

This traditional method begins by choosing an observable correlated with the top-quark mass.
Distributions of this observable are then constructed using MC samples generated with varying
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mt as input. The data distribution is then compared with these MC templates using a maximum
likelihood fit. The observable most correlated with mt is the reconstructed invariant mass of the
tt decay products, mreco

t , which is the most often used and is estimated using the kinematic fits.
If a given analysis uses the hadronic W -boson decay to calibrate the jet energy corrections, an
observable correlated with mW is used - usually the invariant mass of the associated jets, mjj -
and the maximum likelihood fit is extended to two dimensions. The template method is relatively
simple and can be easily extended to several decay channels or sub-samples. The observable(s)
used as estimators can be chosen to minimize sensitivity to specific systematic uncertainties. The
statistical sensitivity of this method is sometimes worse than other methods because it does not
use the full event information, nor take advantage of event-by-event differences to weight more
heavily those events with kinematics resulting in improved mreco

t resolution.

A detailed description of using the template method to measure mt in the dil channel can
be found in [116]. Recent measurements use essentially the same methodologies on significantly
larger data sets. Since the kinematics of the dil events is under constrained it is necessary to make
an additional kinematic assumption in order to obtain a reconstructed invariant mass for each
event. The CDF and DØ template analyses in the dil channel primarily differ in the additional
kinematic assumption they choose to make.

CDF’s most recent template analysis in the dil channel uses the neutrino φ weighting me-
thod [117], which integrates over the azimuthal angles for the two neutrinos in each event. A χ2

function is minimized to estimate mreco
t for each event. This χ2 function includes a term that

constrains the measured quantities within their uncertainties to the assumed tt kinematics. Tem-
plates of the mreco

t distributions are obtained from simulated samples of tt signal and background
events generated at discrete values of mt. The shape of the templates is fit to a Landau plus two
Gaussians function and the resulting parameterizations are smoothed and interpolated to enable
an estimate of the template shape at any arbitrary mt value. The top-quark mass is determined
using an unbinned likelihood fit to the data.

DØ template analyses in the dil channel use a neutrino weighting method and the so called
matrix weighting method [118]. The neutrino weighting algorithm employed integrates over the
neutrino rapidities as the assumed input to the kinematic fit. Weights are assigned by comparing
the resulting neutrino momenta solutions to the measured ET/ . The first two moments of the
weighted distributions are used from each event to build mreco

t templates and extract from the data
distribution the most probable top-quark mass. The templates are constructed in two different
manners, using binned probability density histograms and using probability density fit functions,
which are later combined. The matrix weighting technique integrates over assumed top-quark
masses and solves for the t and t momenta. Each solution is then weighted by the probability
to measure the observed lepton energy in the top-quark rest frame given the assumed top-quark
mass using the matrix element based expressions in [119]. For each event mreco

t is taken from the
maximum of the resulting weighted distribution and used to build templates.

Using 2.9 fb−1, CDF measures in the dil channel [117] :mt = 165.5+3.4
−3.3 (stat)±3.1 (syst) GeV.

Using 1 fb−1, DØ combines the results from the neutrino weighting and the matrix weighting
techniques in the dil channel to measure [118] mt = 174.7 ± 4.4 (stat) ± 2.0 (syst) GeV. These
measurements are still limited by statistics. The systematic uncertainty is completely dominated
by the uncertainty in the jet energy corrections as no in situ jet energy scale calibration is possible
in the dil channel.

Using 5.6 fb−1 of CDF data and simultaneously fits the ljt and dil channels using the
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in situ W → qq′ decays to constrain the jet energy corrections and reduce the associated
systematic uncertainties [120]. Two dimensional templates are constructed for each channel and
a joint likelihood fit is performed to measure mt. Templates are built from simulated samples
of tt and background events using MC generated at discrete values of mt. The shape of the
templates at these discrete points is described using kernel density estimators [121, 122] and
then smoothed and interpolated using the method of [123] to enable an estimate of the template
shapes for any arbitrary value of mt. The two dimensional data distributions are compared to
the resulting templates using an unbinned maximum likelihood fit to determine mt, the best-fit
jet energy scale correction, and their associated uncertainties. The resulting top-quark mass is
mt = 172.1 ± 1.1 (stat) ± 0.9 (syst) GeV. The dominant systematic uncertainties arise from
residual uncertainties in the jet energy corrections 1 and from variations of the MC generator used
to model tt events.

Using 1.04 fb−1 of 2011 LHC data, ATLAS measured the top-quark mass in ljt channel.
The analysis combines two implementations of the template method, one based on the obser-
vable R32 defined as the per event ratio of the reconstructed invariant masses of the top quark
and the W boson, the other is a two-dimensional analysis which simultaneously fit mt and a
global in-situ jet energy scale factor from the reconstructed invariant masses of the top quark
and the W boson. The resulting top-quark mass ismt = 174.37±0.56 (stat)±2.29 (syst) GeV.

Matrix Element Method

The matrix element method is a more sophisticated method for measuring a particle property
and constructs a likelihood curve for each event by comparing the observe kinematics to those
expected as a function of the particle property of interest (e.g. mt). The event probability density
is estimated using a leading order matrix element and integrating over the unmeasured quantities.
Detector effects are incorporated by integrating over resolution functions. The total likelihood for
a given sample of events is obtained from the product of the individual event probability densities.
The matrix element method offers superior statistical sensitivity since it uses the full kinematic
information available in each event and since it effectively gives more weight to events whose
kinematics afford a more precise estimate of mreco

t by virtue of having a narrower event probability
density. The principal downside is that it is enormously cpu intensive, typically requiring hours of
cpu per event. This limitation renders these analyses less nimble than analyses using the template
method.

The method is based on an approach suggested in [124, 125] and close to the method
suggested for the measurement of the mass of the W boson at LEP [126, 127, 128]. The method
was first employed by DØ [129] to measure the top-quark mass. Currently, all the most precise mt

determinations use the matrix element method. It has been applied in all the decay final states. In
the ljt and had channels it is extended to include an integration over the jet energy corrections,
which are then constrained in situ using hadronic W -boson decays. A detailed description of the
matrix element technique applied to measure the top-quark mass can be found in [130].

The event probability Pevt is built from a tt probability (Ptt) and a background probability
(Pb),

Pevt(x;mt, ftt) = ftt · Ptt(x;mt) + (1 − ftt) · Pb(x) (3.15)

1. The measurement treats the jet energy scale as a constant. The residual jet energy scale systematic
accounts for the known variations of these corrections as a function of jet ET and η.
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where x denotes the set of observed variables (i.e. the jet and lepton momenta) and ftt is
the tt signal fraction in the event sample. The signal and background probability densities are
constructed by integrating over the appropriate parton-level differential cross section, dσ(y)/dy,
convoluted with parton distribution functions (f(q)) and resolution effects. The resolution effects
are described by the transfer functions, W (x; y), which give the probability of observing the set
of variables x given the underlying partonic quantities, y. Typically the jet and lepton angles
are taken to be exactly measured so that the relevant transfer functions are simply Dirac delta
functions. The transfer functions for the jet energies are parameterized as a function of parton
energy and rapidity using fully simulated MC events. Separate transfer functions are derived for
uds, gluon, and b-jets. The transfer functions for the lepton energies are usually taken to be Dirac
delta functions but are sometimes treated in a manner similar to the jets. It should be noted that
the transfer functions are not assumed to be Gaussian, and more sophisticated functions can be
used to obtain a more accurate description of the relevant resolutions. The tt probability density
is expressed as

Ptt(x;mt) =
1

σobs

∑

j−p comb

∫

∑

flavors

dσ(y;mt)

dy
f(q1)f(q2)dq1dq2W (x; y)dy (3.16)

where the first sum is over all possible jet-parton combinations and the second sum is over all
relevant PDF parton flavors. The probability density is normalized to the total observed cross
section, σobs, after including event selection effects. For signal the differential cross section is
taken from the leading order matrix element, M(qq → tt → y), found in [131], which depends
on mt. For background the differential cross section is taken from a sum of matrix elements,
calculated by dedicated MC generators, and is independent of mt. The background probability
density usually includes contributions from just the dominant background processes. The effect of
the resulting approximation on the measured mt is included as part of the systematic uncertainties
and is usually found to be quite small. For analyses that constrain the jet energy corrections
using hadronic W -boson decays, the jet energy transfer functions, and thus the event probability
densities, are additionally expressed in terms of an overall jet energy scale factor, JES, W (x; y) →
W (x; y, JES).

Both CDF and DØ have recently published measurements of the top-quark mass in the ljt
channel using the matrix element technique. In their most recent analysis [132] CDF measures
using 3.2 fb−1 of data : mt = 172.4±1.4 (stat + JES)±1.3 (syst) GeV. The dominant systematic
uncertainty arises from difference between MC generators.

The DØ analysis [133] includes only the qq → tt component in the signal matrix element
and calculates the background probability density using only the matrix element for the W +
4 partons process. The jet-parton combinations are weighted using information from a b-jet
identification algorithm and an in-situ JES calibration is performed. The method is calibrated
using MC samples generated at various values of mt and assuming different JES values. A new
flavor-dependent correction factor has been developped to bring the bring simulation of the
calorimeter response to jets into agreement with data. Using 1 fb−1 of data DØ measures mt =
174.94 ± 1.14 (stat + JES) ± 0.96 (syst) GeV. The dominant systematic uncertainty arises from
uncertainties associated with the signal modeling.

CDF and DØ have also published a measurement using the matrix element technique in
the dil channel [134]. In this channel, no JES in-situ calibration is possible. Measurements
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in the dil channel using other techniques reached a precision of 3.7 GeV. Using 2 fb−1, CDF
measures mt = 171.2 ± 2.7 (stat) ± 2.9 (syst) GeV.

DØ performed the analysis using 5.4 fb−1 [135] using the same dilepton selection as for
the cross section measurement described in section 3.3.2. I worked on this measurement to-
gether with some of my colleagues in Saclay, one of my students and postdoc. In the ee, µµ,
eµ channels, Z+2 jets events with Z → e+e−, Z → µ+µ− and Z → τ+τ− → e+µ−ν are
the dominant source of background and so this process is used to compute the background
probability. The second leading background from misidentified leptons is approximatively
a factor of 3 smaller. While neglecting the other background probabilities leads to some
bias, the calibration procedure allows us to correct for these and other limitations of the
model. This background probability is calculated by using VECBOS [136]. By taking into
account energy and momentum conservation, the computation of the probability (3.16) can
be reduced to an integration over the b jet energies, the lepton-neutrino invariant masses
squared, the differences between neutrino transverse momenta, the transverse momentum of
the tt system, and the radii of curvature (pT

−1) of muons. The calibration using MC events
is shown on Figure 3.13 where the mean value of mt measured in 1000 pseudoexperiments as
a function of the input mt are displayed. The deviation from the ideal response, where the
extracted mass is equal to the input mass, is caused both by the presence of backgrounds
without a corresponding matrix element in the event probability and by approximations in
the calculation of the Z+2 jets probabilities. For the case of background-free pseudoexperi-
ments, no difference is observed. The width of the distribution of the pulls ("pull width"),
defined as the mean deviation of mt in single pseudoexperiments from the mean for all 1000
values at a given input mt, in units of the measured uncertainty per pseudoexperiment, is
also shown in Figure 3.13. The statistical uncertainty measured in the data is corrected for
the deviation of the pull width from unity.
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Figure 3.13 – (left) Mean values of mt and (right) pull width from sets of 1000 pseudoex-
periments as a function of input mt for the combined dilepton channels. The dashed lines
represent the ideal response [135].

The calibrated value of mt from the fit to the data is shown in Figure 3.14 as well as the
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measured uncertainty for mt with the distribution of expected uncertainties in pseudoexpe-
riments at mt = 175 GeV.
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Figure 3.14 – (left) Calibrated likelihood for the data as a function of mt with the best
estimate as well as 68% confidence level region marked by the shaded area and (right)
the expected distribution of uncertainties with the measured uncertainty indicated by the
arrow [135].

The systematic uncertainties on this measurement comes either from detector modeling,
from signal modeling or from the method itself. These uncertainties are summarized in
Table 3.4.1.

This measurement is now not limited any more by the statistical uncertainty. The largest
systematic uncertainties come from the JES related uncertainties. First the difference in
detector reponse of light and b-quark jets is estimated by shifting the b jets response by 1.8 %.
Further studies in the ljt channel have led to a new flavor-dependent correction factor to
bring the simulation of the calorimeter response to jets into agreement with data, and thereby
reduce the systematic uncertainty associated with a jet response difference in data and
MC [133]. It can be anticipated that the application of this procedure to the dil measurement
could reduce the uncertainty coming from the MC/Data b/light jet response down by a
factor around 2. The second largest systematic uncertainty comes from the uncertainties
in the jet energy scale of light quarks which is calibrated using γ+jets events [137]. This
uncertainty, dominated by the understanding of the detector response and the showering of
jets, is typically of the order of 1.5% per jet. A way to decrease this uncertainty would be to
use jet energy corrections determined from the in-situ JES calibration in ljt events taking
into account the fact that the jet multiplicity and color flow are different in dil and ljt events
and then the possibility that the jets in these two classes of events can differ. This could
further reduce the JES uncertainty by around 40 %.

The current dil measurement is in good agreement with the current world average [138].
Its total uncertainty of 3.1 GeV corresponds to a 1.8 % accuracy and represents the most
precise measurement of mt from dilepton tt final states.
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Source Uncertainty (GeV)
Detector modeling :

b/light jet response ±1.6
JES ±1.5
Jet resolution ±0.3
Muon resolution ±0.2
Electron pT scale ±0.4
Muon pT scale ±0.2
ISR/FSR ±0.2
Signal modeling :

Higher order and hadronization ±0.7
Color reconnection ±0.1
b-quark modeling ±0.4
PDF uncertainty ±0.1
Method :

MC calibration ±0.1
Signal fraction ±0.5
Total ±2.4

Table 3.5 – Summary of systematic uncertainties on the measurement of mt in dilepton
events [135].

Ideogram Method

The ideogram method can be thought of as an approximation to the matrix element method.
A kinematic fit is used to determine mreco

t for each event. A per event probability density is
calculated as a function of mt by calculating the probability of observing mreco

t assuming the true
top-quark mass ismt and knowing the resolution σmreco

t
. All jet-parton combinations are considered

for each event and each carries a weight derived from its corresponding fit chi-squared. Typically,
additional weights are included that use information from b-jet identification algorithms. Like the
matrix element method the event probability density is built from a signal and a background
piece. The signal probability density is a convolution of a Gaussian with a Breit-Wigner while
the background probability density is taken from MC simulation. The total likelihood for a given
sample of events is obtained from the product of the individual event probability densities. A JES
constraint can be incorporated by repeating the kinematic fits for different assumptions on the
jet energy corrections scale factor. Like the matrix element method, the ideogram method offers
improved statistical sensitivity since it will effectively give more weight to events whose kinematics
afford a more precise estimate of mreco

t by virtue of having a narrower event probability density.
In terms of sophistication, CPU budget, and statistical sensitivity the ideogram method typically
falls between the template and matrix element methods. It should be noted that since it requires
a full reconstruction of the tt kinematics, this method can only be used in the ljt and had final
states.

DØ has performed a measurement using this technique in the ljt channel [139]. The event
probability density is factorized into the product of two separate probabilities for signal and
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background each. The first probability depends on mt and JES and provides the necessary infor-
mation to constrain the jet energy corrections and to measure the top-quark mass. The second
probability depends on the output of a multivariate discriminant designed to separate tt from
background processes. The variables used in the discriminant are chosen and the discriminant
itself is constructed to be uncorrelated with mt and JES. This second probability helps constrain
the observed tt fraction in the event sample and to de-weight events that have kinematics more
consistent with having originated from background processes. MC simulation is used to account
for contributions from wrong jet-parton assignments and background events. The method is
calibrated using MC samples generated at various mt values. Using 0.43 fb−1, DØ measures
mt = 173.7 ± 4.4 (stat + JES)+2.1

−2.0 (syst) GeV. The dominant systematic uncertainty arises from
uncertainties associated with calibrating the response of the calorimeter to b-quark jets and from
uncertainties associated with modeling the tt signal.

The method was first used by CDF to measure mt, which produced a result in the had channel
using 310 pb−1 [140]. The result was limited by the uncertainties in the jet energy corrections.
Subsequent mt determinations in the had channel exploit W → qq′ decays to reduce the jet
energy correction systematic and also include significantly larger data sets as described above.

Using 36 pb−1 of 2010 LHC data, CMS used the ideogram method to measure a top quark
mass of : mt = 173.1 ± 2.1 (stat)+2.8

−2.5 (syst) GeV in the ljt channel which is further combined
with a measurement in the dil channel yielding : mt = 173.4 ± 1.9 (stat) ± 2.7 (syst) GeV.

Using the tt Cross Section

As mentioned above, there is some ambiguity associated with the theoretical interpreta-
tion of the mt parameter measured by the above techniques. Indeed beyond LO QCD, the
mass of the top quark is a convention-dependent parameter. Therefore, it is important to
know how to interpret the experimental result above in terms of renormalization conventions
if the value is to be used as an input to the fits of electroweak precision observables (see
beginning of the section). Assuming SM production and decay, an estimate of the top-quark
mass can also be made by comparing the measured production tt cross section to fully inclu-
sive theory calculations at higher-order QCD that involve an unambiguous definition of mt

(see section 3.3.1). While less precise, this method has the advantage that the mt parameter
in the predictions is theoretically well defined. This extraction also provides an important
test of the mass scheme as applied in MC simulations and gives complementary informa-
tion, with different sensitivity to theoretical and experimental uncertainties than the direct
measurements of mMC

t that rely on kinematic details of the mass reconstruction.
DØ has performed this measurement using several tt cross section as input [141, 101]. I

worked on this measurement together with DØ colleagues and one of my student. The most
precise extraction is using 5.4 fb−1 in the ljt channel [142]. The signal acceptance is estimated
as a function of mt using MC samples generated at various mt values. The mt dependence
of the acceptance arises from the event selection lepton pT and jet ET requirements. This
dependence is found to be weaker than the dependence of the theoretical computations of
σtt. The resulting acceptances are smoothed using the function :

σtt̄(m
MC
t ) =

1

(mMC
t )4

[a+ b (mMC
t −m0) (3.17)

+ c (mMC
t −m0)

2 + d (mMC
t −m0)3] ,
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where σtt̄ and mMC
t are in pb and GeV, respectively, m0 = 170 GeV, and a, b, c, d are free

parameters. For the mass extraction, the tt ljt cross section using b-jet identification in [143]
was used asince it has the weakest dependence on mMC

t which leads to a smaller uncertainty
on the extracted mt.

The measured cross section is compared to a pure NLO QCD [144, 74] calculation, to a
calculation including NLO QCD and all higher-order soft-gluon resummations in NLL [145],
to a calculation including also all higher-order soft-gluon resummations in next-to-next-
to-leading logarithms (NNLL) [82, 146] and to two approximations of the NNLO QCD
cross section that include next-to-next-to-leading logarithms (NNLL) relevant in NNLO
QCD [147, 78]. The computations in [147] were obtained using the program documented
in Ref. [83].

The most probable mt values and their 68% C.L. bands for the pole-mass (mpole
t ) and

MS-mass (mMS
t ) conventions by computing the most probable value of a normalized joint-

likelihood function :

L(mt) =
∫

fexp(σ|mt) [fscale(σ|mt) ⊗ fPDF(σ|mt)] dσ. (3.18)

The first term fexp corresponds to a function for the measurement constructed from a Gaus-
sian function with mean value given by Eq. (3.17) and with standard deviation (sd) equal to
the total experimental uncertainty. The second term fscale is a theoretical likelihood formed
from the uncertainties on the renormalization and factorization scales of QCD, which are
taken to be equal, and varied up and down by a factor of two from the default value. Within
this range, fscale is taken to be constant. It is convoluted with a term fPDF that represents
the uncertainty of parton density functions (PDFs), taken to be a Gaussian function, with
rms equal to the uncertainty determined in the theoretical computations.

As σtt in the theoretical above calculations are performed as a function of mpole
t , com-

paring the measured σtt(m
MC
t ) to these theoretical predictions provides a value of mpole

t .
mpole

t was extracted assuming that the definition of mMC
t is equivalent to mpole

t , alternatively

taking mMC
t to be equal to mMS

t to estimate the effect of interpreting mMC
t as any other

mass definition. In that later case, the value of mMC
t = mMS

t is converted to mpole
t using the

relationship at the three-loop level [110, 148, 149] :

mpole
t = mMS

t (mMS
t )

[

1 +
4

3

αs(m
MS
t )

π
(3.19)

+ (−1.0414NL + 13.4434)





αs(m
MS
t )

π





2

+ (0.6527N2
L − 26.655NL + 190.595)





αs(m
MS
t )

π





3
]

,

where αs is the strong coupling in the MS scheme, and NL = 5 is the number of light quark
flavors. The strong coupling αs(m

pole
t ) is taken at the three-loop level from Ref. [150]. The

resulting values of mpole
t are summarized in Table 3.4.1. Given the uncertainties, interpreting

mMC
t as either mpole

t or as mMS
t has no significant influence on the value of the extracted mt.
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Theoretical prediction mpole
t (GeV) ∆mpole

t (GeV)

MC mass assumption mMC
t = mpole

t mMC
t = mMS

t

NLO [144, 74] 164.8+5.7
−5.4 −3.0

NLO+NLL [145] 166.5+5.5
−4.8 −2.7

NLO+NNLL [82, 146] 163.0+5.1
−4.6 −3.3

Approximate NNLO [147] 167.5+5.2
−4.7 −2.7

Approximate NNLO [78] 166.7+5.2
−4.5 −2.8

Table 3.6 – Values of mpole
t , with their 68% C.L. uncertainties, extracted for different theore-

tical calculations of σtt. The results assume thatmMC
t = mpole

t (left column). The right column

shows the change ∆mpole
t between these results if it is assumed that mMC

t = mMS
t [142].

Theoretical prediction mMS
t (GeV) ∆mMS

t (GeV)

MC mass assumption mMC
t = mpole

t mMC
t = mMS

t

NLO+NNLL [82, 146] 154.5+5.0
−4.3 −2.9

Approximate NNLO [147] 160.0+4.8
−4.3 −2.6

Table 3.7 – Values of mMS
t , with their 68% C.L. uncertainties, extracted for different theo-

retical calculations of σtt. The results assume that mMC
t = mpole

t (left column). The right

column shows the change ∆mMS
t between these results if it is assumed that mMC

t = mMS
t [142].

Calculations of the tt cross section [82, 146, 147] have also been performed as a function

of mMS
t leading to a faster convergence of the perturbative expansion [147]. Therefore, com-

paring the dependence of the measured σtt to theory as a function of mt provides an estimate

of mMS
t which benefits from a higher perturbative stability compared to the extraction of

mpole
t . As in the case of the determination of mpole

t , mMS
t is extracted first assuming that the

definition of mt implemented in the MC simulation is equal to mpole
t and then asumming

mMC
t = mMS

t . The results for the extracted values of mMS
t are given in Table 3.4.1.

Figure 3.15 shows the measured tt cross section as a function of mpole
t and mMS

t together
with the theoretical calculations. It has to be noticed that the Tevatron direct measurement
of mt [138] is consistent with the mpole

t extraction within 2 sd while it is different by more

than than 2 sd from the extracted mMS
t .

The same technique was used using the measured tt production cross section in the ljt
by ATLAS using 35 pb−1. The extraction was performed assuming mMC

t = mpole
t and adding

an uncertainty obtained by shifting mMC
t by ±1 GeV. The comparison of the predicted and

the experimentally measured tt cross section as a function of mMC
t is shown in Figure 3.16

as well as the summary of the extraction of mpole
t .

CMS also extracted mpole
t and mMS

t from the tt cross section measured in the dil channel
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Figure 3.15 – Measured σtt with several theoretical calculations as a function of mpole
t (left)

and mMS
t (right) asuming that mMC

t = mpole
t [142].
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Figure 3.16 – (left) Predicted and measured tt production cross section as a function of
mMC

t in ATLAS. (right) Summary of the extraction of mpole
t from the tt cross section.

with 1.14 fb−1.

The precision of these results are currently limited by the uncertainty on the experimental
tt cross section measurements. Further improvements on these uncertainties as well as a
flatter experimental cross section dependence as a function of mt would lead to a better
precision on the mass extraction.
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Combination

The world average top-quark mass is obtained from a combination of CDF and DØ most
precise mt measurements using up to 5.8 pb−1 of data [138]. Five measurements using data
taken in an earlier run (1990-1995) and seven measurements using data from the second run
(2001-2011) are used.

The combination uses the Best Linear Unbiased Estimate (BLUE) method described
in [95, 96]. It consists of looking for the estimate m̂ for the top-quark mass m that is a
linear combination of the individual measurements mi and provides an unbiased estimate of
m which has the minimum possible variance σ2 : m̂ =

∑

αimi with
∑

αi = 1 where mi are
themselves unbiased (i = 1, ..., n). In terms of components, we can write : σ2 =

∑

i

∑

j Eijαiαj

where Eij represents the variance and correlations of the i and j measurements. The BLUE
technique consists of finding the n values of αi which minimize σ2 and satisfy

∑

αi = 1.
They can written :

αi =

∑

i E
−1
ij

∑

i

∑

j E
−1
ij

.

A χ2 test can be built to measure the compatibility of the estimate m̂ with the input
measurements mi :

χ2 = (mi − m̂)TE−1
ij (mj − m̂).

Work has been performed between the two collaborations to standardize the assessment
of systematic uncertainties. For the combination a detailed breakdown of the various sources
of uncertainty has been established in order to properly account for correlations among
the various measurements. 15 different systematic categories are used. In order to more
accurately accommodate our best estimate of the relevant correlations, the jet energy scale
(JES) uncertainty, for instance, is subdivided into six components (iJES, aJES, bJES, cJES,
dJES and rJES). The systematic categories are shortly described below.

iJES represents the part of the JES uncertainty which originates from in-situ calibration
procedures and is uncorrelated among the measurements. It is of statistical nature.

aJES represents the part of the JES uncertainty which originates from differences in
detector electromagnetic over hadronic (e/h) response between b-jets and light-quark jets. It
is correlated taken to 100% correlated among all measurements in the same experiment and
same data period.

bJES contains the part of the JES uncertainty which originates from uncertainties spe-
cific to the modeling of b-jets and which is correlated across all measurements.

cJES is the part of the JES uncertainty which originates from modeling uncertainties
correlated across all measurements coming from instance from modeling uncertainties as-
sociated with light-quark fragmentation and out-of-cone corrections. For DØ measurements
from the second run, it is included in the dJES category since the way of estimating these
uncertainties have changed.

dJES represents the part of the JES uncertainty which originates from limitations in the
data samples used for calibrations and which is correlated between measurements within the
same data-taking period, but not between experiments.

rJES contains the remaining part of the JES uncertainty which is correlated between
all measurements of the same experiment independently from the data-taking period, but
which is uncorrelated between experiments.
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The LeptPt category contains the systematic uncertainty arising from uncertainties in
the scale of lepton transverse momentum measurements. It was not considered as a source
of systematic uncertainty in the Run I measurements.

The systematic uncertainty arising from uncertainties in the tt modeling which is correla-
ted across all measurements are gathered in the Signal category. It contains the uncertainties
from ISR/FSR, from the PDF, the systematic uncertainty associated with variations of the
model for parton showers and hadronization and the uncertainty from higher order cor-
rections. It also includes the uncertainty arising from a variation of the phenomenological
description of color reconnection between final state particles.

DetMod represents the systematic uncertainty arising from uncertainties in the modeling
of the detector in the MC simulation which is correlated among all measurements within the
same experiment but uncorrelated between the experiments.

BGMC yields the background modeling uncertainty when it is evaluating using MC.
They are correlated between all measurements in the same channel, and include uncertainties
on the background composition and on normalization and shape of different components.

BGData includes uncertainties associated with the modeling of the QCD multijet or
Drell-Yan background when evaluated using data. This part is uncorrelated between expe-
riment.

Method contains the systematic uncertainty arising from any source specific to a par-
ticular fit method, including the finite Monte Carlo statistics available to calibrate each
method. It is taken to be uncorrelated among the measurements.

UN/MI is specific to DØ and includes the uncertainty arising from uranium noise in
the calorimeter and from the multiple interaction corrections to the JES. This was sizable
only for the DØ measurements in the first run period.

MHI contains the systematic uncertainty arising from the modeling of the multiple
hadron interactions, from a mismodeling of the distribution of the number of collisions per
Tevatron bunch crossing.

The preliminary combined value for the top-quark mass is :

mt = 173.18 ± 0.56 (stat) ± 0.75 (syst) GeV,

which corresponds to a total uncertainty of 0.94 GeV and a relative precision of 0.54 %. The
combination has a χ2 of 8.3 for 11 degrees-of-freedom indicating good consistency among the
measurements across different experiments and different decay channels. The total JES un-
certainty is ±0.49 GeV with ±0.39 GeV coming from its statistical component and ±0.30 GeV
from the non statistical component. The largest source of systematic uncertainty comes from
the uncertainty on the signal modeling : ±0.51 GeV. The most recent CDF and DØ measu-
rements in the ljt channel using the matrix element method carry the largest weights in the
combination followed by the CDF template measurement in the had channel.

In the future, the statistical and in-situ JES related uncertainties will continue to de-
crease with the statistics of the data samples employed. Work is still in progress to better
understand the uncertainties associated with the modeling of the tt signal from variations in
MC generators and color reconnection effects. A total top-quark mass uncertainty of around
0.7-0.8 GeV is potentially achievable in the near future as can be seen in Figure 3.18.
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Figure 3.17 – Summary of the top quark mass measurements by the CDF and DØ collabo-
rations combined to obtain the world average top quark mass [138]. The latest measurements
by ATLAS and CMS are also shown.
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Figure 3.18 – Projection for the Tevatron top quark mass combined uncertainty as a func-
tion of the analyzed luminosity.

3.4.2 tt Charge Asymmetry

At lowest order in QCD, at hadron colliders the SM predicts that the top-quark pair
production in pp interactions is symmetric under the exchange of t and t̄. At NLO radiative
corrections involving either virtual or real gluon emissions lead to a small charge asymme-
try [151, 152, 153, 154, 155]. The dominant contribution to this asymmetry comes from
the process qq̄ → tt(g) from interference of the box diagram with the Born diagram (see
figure 3.19) that leads to a positive asymmetry and from interference between the real emis-
sion corrections in the initial and final state (see figure 3.19) that drives the asymmetry in
the opposite direction. The total asymmetry is expected to be slightly positive while the
measured asymmetry depends strongly on the region of phase space being probed. So in
the center of mass rest frame, the top quark is predicted to be emitted preferentially in the
direction of the incoming quark while the antitop quark is rather emitted in the direction of
the incoming antiquark. Similarly, the qg → tt̄q process is asymmetric due to interference
between amplitudes which have a relative sign under the exchange of t and t̄. The tt pro-
duction by gluon-gluon fusion gg → tt̄, on the other hand, is symmetric. Such asymmetry
has also been observed in QED processes like ee → µµ for instance, in the 80’s even without
any contributions from Z production.

In pp collisions at the Tevatron, top pairs are dominantly produced by quark-antiquark
annihilation. Due to charge conjugation symmetry, the charge asymmetry in such collisions
can also be interpreted as a top-quark forward-backward asymmetry : AF B. The asymmetry
AF B is frame dependent and can be defined either in the pp or tt rest frame. The tt rest
frame is more difficult to reconstruct but the asymmetry in the pp rest frame is predicted to
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Figure 3.19 – (top) Feynman diagrams that interfere leading to a positive top charge
asymmetry. (bottom) Feynman diagrams that interfere leading to a negative top charge
asymmetry.

be ≈ 30 % smaller [156]. In the pp rest frame the asymmetry can be written as :

App
F B =

Nt(cos θ > 0) −Nt(cos θ < 0)

Nt(cos θ > 0) +Nt(cos θ < 0)
(3.20)

where cos θ = −Qℓ · cosαp, αp is the polar angle between the top quark with the hadronic
W -boson decay and the proton beam, and Qℓ is the lepton charge from the leptonic decaying
W -boson. In the tt rest frame the asymmetry can be defined similarly except that θ∗ is the
production angle of the top quark in the tt rest frame. This angle is related to the rapidity,
y, of the t and t̄ in the pp frame by

∆y = yt − yt̄ = 2 tan−1









cos θ∗
√

1 +
4m2

t

ŝ−4m2
t









(3.21)

where ŝ is the square of the center-of-mass energy, while ∆y is Lorentz invariant. So the tt
rapidity difference in the pp rest frame can be used to measure the production angle θ∗ in
the tt rest frame. As both ∆y and cos θ∗ have the same sign, the asymmetry can be written

Att
F B =

N(∆y > 0) −N(∆y < 0)

N(∆y > 0) +N(∆y < 0)
. (3.22)

At the LHC with 7 TeV pp collisions, the dominant mechanism for tt production is
expected to be the gluon-gluon fusion process, while tt production via qq or qg is small. In
addition, the directions of the initial state quark and antiquark are not known. However,
because of the same asymmetry in the production via qq̄ and qg, QCD predicts at the LHC a
small excess of centrally produced antitop quarks while top quarks are produced, on average,
at higher absolute rapidities. This can be understood by the fact that for tt production via
qq annihilation the valence quark carries, on average, a larger momentum fraction than the
anti-quark from the sea. With top quarks preferentially emitted in the direction of the initial
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quarks in the tt rest frame, the boost into the laboratory frame drives the top mainly in the
forward or backward directions, while antitops are kept more in the central region. In that
case a possible observable at the LHC is :

AC =
N(∆|y| > 0) −N(∆|y| < 0)

N(∆|y| > 0) +N(∆|y| < 0)
(3.23)

where ∆|y| = |yt| − |yt̄|. The pseudorapidity η could also be used instead of the rapidity y.
Instead of looking at the asymmetry from the top quarks, it is also possible to look at the

asymmetry using the lepton from the top quark decays either in the ljt or dil channels. This
has the advantage that no reconstruction of the top final state is necessary but the drawback
is that the asymmetry is diluted. As we will see below, a lepton based asymmetry is also
sensitive to top-quark polarization effects. At the Tevatron, the leptonic based asymmetry
can be defined in the ljt channel as :

Aℓ
F B =

N(Qℓyℓ > 0) −N(Qℓyℓ < 0)

N(Qℓyℓ > 0) +N(Qℓyℓ < 0)
, (3.24)

or using dil events as :

Aℓℓ
F B =

N(∆η > 0) −N(∆η < 0)

N(∆η > 0) +N(∆η < 0)
, (3.25)

with ∆η = ηℓ+ − ηℓ−. In a similar way, at the LHC, the lepton based asymmetry can be
defined with the difference in absolute values of the lepton pseudorapidity for dil events.

Within the SM, the leading order QCD contribution has been computed in [151, 152]. It
is the ratio of the asymmetric tt cross section (σA =

∫

yt>0
dσ
dyt

− ∫

yt<0
dσ
dyt

) over the inclusive

cross section which is symmetric (σS =
∫

yt>0
dσ
dyt

+
∫

yt<0
dσ
dyt

). As this is a NLO effect, the first

non-vanishing term of σA is of order α3
s while the leading term in σS is of order α2

s. The NLO
computation leads to an asymmetry of around Att

F B ≈ 7% at the Tevatron and around A∆y
C ≈

1 % at the LHC. When evaluating using MC, the asymmetry is often normalized to the NLO
cross section (i.e. with the denominator expanded one order higher in αs than the numerator).
In that case, the prediction from MC would be 1.3 lower than the SM prediction normalized
to the Born cross section. In addition to the leading QCD contributions, mixed QCD and
electroweak corrections to the asymmetry has been evaluated [153, 155] which can enhance
SM predictions by around 20% at the Tevatron and around 13 % at the LHC. The inclusion
of soft-gluon resummation affects the NLO prediction by only a few % [82, 154, 157, 158].
The small value predicted by QCD for the asymmetry within the SM makes its measurement
a powerful test of QCD and a sensitive probe to new physics.

At detector level, the raw asymmetry is extracted from data after background substrac-
tion. The results by CDF [159], DØ [160] and the CMS preliminary result using 1.1 fb−1 are
summarized on Table 3.8 using ljt events together with the prediction from MC@NLO [161].
It can be seen that the measurements are up to 2 sd higher than the MC predictions. Ho-
wever, because of distortions by different acceptance cuts and detector effects, these results
can not be compared. The results are corrected to the parton level using unfolding tech-
niques. The relation between a true distribution Tj and the reconstructed distribution Si

after detector simulation and event selection can be written :

Si =
∑

j

RijTj (3.26)
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Raw Asymmetry Predictions (MC@NLO)

CDF Att
FB = 7.5 ± 3.7% 2.4 ± 0.5%

DØ Att
FB = 9.2 ± 3.7% 2.4 ± 0.7%

CMS A∆η
C = −0.4 ± 0.9% -

Table 3.8 – Detector level top charge asymmetry after background substraction measured
in CDF [159], DØ [160] and CMS [162] together with the predictions from MC@NLO.

Unfolded Asymmetry Predictions

CDF Att
FB = 15.8 ± 7.2(stat) ± 1.7(syst)% AMCFM = 5.8 ± 0.9%

DØ Att
FB = 19.6 ± 6.0(stat)+1.8

−2.6(syst)% AMC@NLO = 5.0 ± 0.1%

Atlas A∆y
C = −2.4 ± 1.6(stat) ± 2.3(syst)% AMC@NLO = 0.6%

CMS A∆η
C = −1.7 ± 3.2(stat)+2.5

−3.6(syst)% Atheo = 1.3 ± 0.1%

Table 3.9 – Top charge asymmetry corrected for acceptance and detector effects measured
by CDF [159], DØ [160], ATLAS and CMS [162] together with the predictions.

where Rij is the the response matrix defined as the probability to get an observed event
in bin i when it is expected in bin j. The true distribution Tj can be obtained from the
observed distribution Si by inverting the response matrix. In general, unfolding histograms
where the bin width is smaller than the experimental resolution is unstable with respect to
statistical fluctuations in the data. Regularization techniques are employed to suppress such
fluctuations by smoothing the unfolded results. Different methods to approach this matrix
inversion as well as regularization are employed by the different experiments. The results in
the ljt final state at the production level, i.e. after unfolding, are summarized in Table 3.9
together with the MC predictions. The Tevatron results are up to 2.4 sd higher than these
predictions. It has also to be noticed that the Tevatron results which use 5.4 fb−1 of data are
still limited statistics. The raw and unfolded ∆|y| distributions measured in ATLAS using
0.7 fb−1 in the e+ jets channel are shown in Figure 3.20.

As several variables like for instance the invariant tt mass (mtt), the number of jets or ∆y
itself can influence the asymmetry within the SM or in case new physics would be present, it
is useful to measure the asymmetry as a function of these variables, in particular as a function
of mtt. It was performed at the Tevatron in two bins of mtt below and above 450 GeV at the
reconstruction level and also after unfolding by CDF [159]. The results at the reconstruction
level are summarized in Figure 3.21. CDF measurement discrepances at the level of 3 sd.
with the prediction at high invariant mass. This difference is not observed by DØ. CMS also
performed a measurement of A∆η

C as a function of mtt at the raw level which does not show
any difference with the MC prediction within the uncertainties.

DØ also pointed out in [160] that the forward-backward asymmetry can be correlated
with the pT of the tt pair and that the predicted dependence is rather different in the various
MC generator or generator tunes. As the tt pT distribution is not well modeled in DØ data
by MC@NLO, a better understanding of the MC predictions would be desirable.
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Figure 3.20 – e+ jets ∆|y| distribution before (left) and after (right) unfolding measured
in ATLAS using 0.7 fb−1.
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Figure 3.21 – Summary of the CDF [159] and DØ [160] AF B measurements at the detector
level in two mtt bins.

As discussed above, there are currently some tensions between the SM and MC predictions
on the one hand and the measurements at Tevatron on the other hand, especially with
the CDF measurement for high mtt. Even if these predictions have some limitations as we
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presented above, these discrepancies have recently led to some excitations in the community
and numerous BSM scenarii to explain the observed discrepancies have been proposed [163,
164, 165, 69, 68, 166, 167, 168, 169, 170, 171].
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Figure 3.22 – Feynman diagrams for BSM processes that could lead to an enhancement of
the charge asymmetry with respect to the SM prediction [172]

In addition to create a larger charge asymmetry than in the SM, all possible new physics
models should preserve the agreement between predictions and measurements of the total
tt cross section and of the mtt distribution (up to the invariant mass observed so far).
Three main classes of models, as shown in Figure 3.22, have been advertized to enhance the
asymmetry value beyond the SM prediction : models that predict the s-channel exchange of
a new color-octet vector particle, models where a new Z’ or W’ color-singlet vector bosons
or a color-single scalar doublet interacts with the top quarks in the t-channel and scenarii
where a color-triplet or sextet scalar is exchanged in the u-channel. We will shortly give some
more details about these different possibilities in the following.

Models like chiral color which extends the QCD gauge group [173] or models with Randal-
Sundrum extra-dimensions can predict the existence of new color-octet vector bosons, that
are often called axigluons. Constraints on the ratio of axigluon coupling to its mass arise from
tt cross section measurements. Axigluon could also affect simultaneously dijet production.
The current LHC limits on dijet bounds can however be relaxed by decreasing the axigluon
couplings to light quark. Light axigluons are constrained by the absence of observed tt
resonance in tt production. This can be overcome by models with large width axigluons.

Heavy Z’ or W’ are predicted by models of topcolor-assisted technicolor for instance.
Since the inteference with SM gluon is negative, large couplings are needed to achieve a large
asymmetry. Strong constraints for such models arise from limit on same-sign top production
at the LHC.

The exchange of new scalar fields in the u-channel could also lead to an enhancement
of the charge asymmetry. Such color-tripet or color-sextet scalar appear in models with
an extended Higgs sector. Dijet production at the LHC strongly limits the existence of a
color-sextet scalar.

In order to accomodate a not too high tt cross section at the Tevatron and a not too
large tail in the tt spectrum, it seems that Z’ or W’ models are rather disfavored and that
axigluons must be rather heavy and strongly coupled [171, 174]. The asymmetry variation
as a function of mtt provides a tool to discriminant between different BSM models. It has
been shown in [175] for instance that a lot of different asymmetry profiles versus mtt could
be created depending on the model parameters.

The leptonic asymmetries give another handle to understand the asymmetry picture.
CDF measured the asymmetry in the dil channel using 5.1 fb−1 by both exploring the
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lepton-based asymmetry as defined in Eq. 3.25 and reconstructing the top quark final state
leading to the following preliminary result after unfolding : Att

F B = 0.42 ± 0.15(stat) ±
0.05(syst). This result is around 2.3 sd higher than the SM predictions. DØ measured the
lepton-based asymmetry in the ljt final state using Eq. 3.24 with 5.4 fb−1. Even if, in
that case, the asymmetry is diluted due to the top quark decay, this measurement is less
prompt to unfolding effects. The production level asymmetry is found to be : Aℓ

F B = 0.152±
4.0(stat)+1.0

−1.3(syst) [160] which is more than 3 sd away from the SM prediction.

Clearly the experimental measurements of the tt charge asymmetry are currently puzz-
ling. Updated measurements with the full dataset at the Tevatron as well as with more
luminosity at the LHC should be able to sort out the origin of the current discrepancy. In
order to do so, several alternative observables have been proposed the increase the sensitivity
at the LHC, mainly in enhancing the qq fraction in tt production at the cost of loosing some
statistics. A lot of proposals exist such as looking at only forward or central rapidities [176],
at central leptonic and forward hadronic top rapidities [177] or at boosted asymmetry [178].
As already noticed above, measuring the asymmetry as a function of the number of jets, ver-
sus the tt pT or mtt would help to bring useful informations. Another related measurement
that could help to understand the nature of the produced asymmetry is the top-quark pola-
rization. Indeed in many BSM scenarii, new particles that lead to large asymmetries couple
only to right-handed top quarks and hence would predict a large polarization of the pro-
duced top quarks. Such effects would influence in particular the leptonic asymmetries since
lepton angular distributions would carry informations from both the production asymmetry
and from the top quark polarization. As QCD produces unpolarized top quarks, such obser-
vables would help to discrimination between different hypothetical BSM models [179, 180].
It was also proposed to look at the leptonic asymmetry at threshold [181] in the low mtt

region. Definitely asymmetry measurements would remain an exciting part of the top-quark
physics program at hadron colliders in the years to come.

3.5 Conclusion and Perspectives

Owing to its large mass, the top quark offers a unique window into Beyond-the-Standard-
Model physics. Using data samples with O(103) candidate tt events, the CDF and DØ experiments
at the Fermilab Tevatron have pioneered numerous analyses to exploit these unique events.
They have instituted a broad physics program that tests the Standard Model descriptions of
the tt production mechanisms, the top-quark decay widths, and the intrinsic properties of the
top quark such as its electric charge and mass. A few of the measurements are systematics
limited and have reached precisions comparable to those associated with the relevant theory
predictions, such as the measured production cross section and the measured top-quark mass.
Numerous top quark properties have been already measured allowing to better understand
this unique quark and to test the SM at the electroweak scale. These measurements are
summarized in Table 3.10. With the exception of the puzzling top charge asymmetry, no
deviations from the SM predictions have been observed. However only half of the Tevatron
dataset has been analyzed so far. The Tevatron experiments are now concentrated on their
legacy measurements (tt differential cross-section, s-channel single top cross section, tt spin
correlation, tt forward-backward asymmetry and top quark mass).
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With a tt cross section 20 times higher, the LHC experiments collected tt samples that
are already larger that the Tevatron statistics. With these sorts of statistics most all the
measurements should achieve levels of precision that more thoroughly probe the Standard Model
expectations and more stringently restrict the parameter space of a wide variety of new physics
models. Even for those measurements already systematics limited at the Tevatron, the LHC
experiments may be able to exploit the larger statistics to identify a sub-set of events less affected
by the systematics in question or to employ analysis techniques which trade statistical uncertainties
for systematic uncertainties to achieve an improvement in the total uncertainty. The current LHC
measurements are also summarized in Table 3.10. A lot of more precise measurements are
expected when analyzing several fb−1 of LHC data with exciting time ahead of us.
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Property Measurement SM L (fb−1)

σtt pp → tt CDF : 7.5 ± 0.31(stat) ± 0.34(syst) ± 0.15(th) pb 7.46+0.48
−0.67 pb up to 4.6

(Mt = 172.5 GeV) D0 : 7.56+0.63
−0.56 (stat + syst + lumi) pb 5.6

pp → tt Atlas : 179.0 ± 9.8(stat + syst) ± 6.6(lumi) pb 164.6+11.4
−15.7 pb 0.7

CMS : 166 ± 2(stat) ± 11(syst) ± 8(lumi) pb up to 1.1

σtbq pp → tt CDF : 0.8 ± 0.4 pb (Mt = 175 GeV) 2.26 ± 0.12 pb 3.2

(Mt = 172.5 GeV) D0 : 2.90 ± 0.59 pb 5.4

pp → tt Atlas : 90+32
−22 pb 64.6+3.3

−2.6 pb 0.7

CMS : 83.6 ± 29.8(stat + syst) ± 3.3(lumi) pb 0.035

σtb pp → tt CDF : 1.8+0.7
−0.5 pb (Mt = 175 GeV) 1.04 ± 0.04 pb 3.2

(Mt = 172.5 GeV) D0 : 0.68+0.38
−0.35 pb 5.4

pp → tb Atlas : < 26.5 pb 0.7

σWt pp → tt Atlas : < 39.1 pb 15.7 ± 1.4 pb 0.7

(Mt = 172.5 GeV) CMS : 22+9
−7(stat + sys) pb 2.1

σttγ pp → ttγ CDF : 0.18 ± 0.08(stat + syst + lumi) pb 0.17 ± 0.03 pb 6.0

(Mt = 172.5 GeV) pp → ttγ Atlas : 2.0 ± 0.5(stat) ± 0.7(syst) ± 0.08(lumi) pb 2.1 ± 0.4 pb 1.0

|Vtb| CDF : |Vtb| = 0.91 ± 0.11(stat + sys) ± 0.07(th) 1 3.2

D0 : |Vtb| = 1.02+0.10
−0.11 5.4

B(t→W b)
B(t→W q)

CDF : > 0.61 @ 95% CL 1 0.2

D0 : 0.90 ± 0.04 5.4

σ(gg→tt̄)
σ(pp̄→tt̄)

pp → tt CDF : 0.07+0.15
−0.07 0.18 1

Mt Tev : 173.2 ± 0.9 GeV - up to 5.8

Atlas : 175.9 ± 2.8 GeV - 0.7

CMS : 173.4 ± 3.3 GeV - 0.036

Mt − Mt̄ CDF : −3.3 ± 1.4(stat) ± 1.0(syst) GeV 0 5.6

D0 : 0.8 ± 1.8(stat) ± 0.5(syst) GeV 3.6

CMS : −1.2 ± 1.2(stat) ± 0.5(syst) GeV 1.1

W helicity Tev : f0 = 0.732 ± 0.063(stat) ± 0.052(syst) 0.7 up to 5.4

fraction Atlas : f0 = 0.75 ± 0.08(stat + syst) 0.7 0.7

Charge CDF : -4/3 excluded @ 95% CL 2/3 5.6

D0 : |q| = 4/3 excluded @ 92% CL 0.37

Atlas : -4/3 excluded @ more than 5 σ 0.7

Γt CDF : < 7.6 GeV @ 95% CL 1.26 GeV 4.3

D0 : 1.99+0.69
−0.55 GeV up to 2.3

Spin pp → tt CDF : Cbeam = 0.72 ± 0.64(stat) ± 0.26(syst) 0.777+0.027
−0.042 5.3

correlation D0 : Cbeam = 0.66 ± 0.23(stat + sys) 5.4

pp → tt Atlas : Chel = 0.34+0.15
−0.11 0.32 0.7

Charge pp → tt CDF : 0.158 ± 0.074 0.06 5.3

asymmetry D0 : 0.196 ± 0.065 5.4

pp → tt Atlas : A
y
C = −0.024 ± 0.016(stat) ± 0.023(syst) 0.006 0.7

CMS : A
η
C = −0.017 ± 0.032(stat)+0.025

−0.036(syst) 0.013 1.1

Table 3.10 – Summary of the main top quark properties (December 2011)



Conclusion

Conclusion

After the end of the LEP area, the last decade has been the Tevatron time. The Run II
of the Tevatron from 2001 to 2011 has allowed to further and extensively test the Standard
Model of particle physics. In particular during this period, the oscillation of BS mesons and
the electroweak production of the top quark were discovered. The masses of the W boson
and of the top quark have been measured with the world best precision. The possible mass
range for the Higgs boson has also been further constrainted for the first time after LEP.
In addition, almost all what we know currently about the top quark mass is coming from
the Tevatron analyses. Since 2010 the LHC is working extremely well, producing impressive
results by testing possible new physics models, schrinking the allowed Higgs mass range
and starting precision measurements in electroweak and top quark physics. Even if some of
the top quark properties will still be complementarily measured with the pp Tevatron full
dataset, as anticipated, the LHC is a top quark factory and will bring the study of the top
quark at an unpreceding level in the year to come.

My scientific course in the last 10 years has followed the start-up period, the develop-
ment, heights and end of Tevatron Run II. After finalizing and optimizing the reconstruction
software at DØ, it has been necessary to develop tools to measure the performance of the
object identification, in particular for muons. The measurement of standard candle like the
W → µν inclusive cross section has enabled to verify that the full analysis chain was wor-
king properly. Certification procedures and improvements of the identification have then
been necessary to increase the quality of the physics analyses. Setting up common analysis
format, tools and samples have also allowed to further improve the scientific productivity of
the DØ collaboration. All these tools have made the precise measurements of numerous top
quark properties possible. With the increasing DØ dataset over the years and the analysis
improvements, the measurements of the tt cross section and of the top quark mass in the
clean dilepton channel are not limited anymore by the statistical uncertainty. For the legacy
measurements using the full Tevatron dataset, work on improving the systematic uncertain-
ties is continuing. The striking measurement of the tt forward-backward asymmetry at the
Tevatron is however still statistically limited. So the analysis of the full dataset is important
to help getting a final answer about the current difference between the experimental measu-
rements and predictions from the Standard Model. With its enormous dataset and even if it
is expected to be different and smaller than at the Tevatron, the LHC will bring important
inputs to conclude on the current puzzling tt charge asymmetry picture.

I am looking forward for exciting discoveries in the top quark sector in the near future.
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